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Prom the Desk of the E ditor_i".Chie

The winners in life are not those who have never tasted failure but rather those who have failed again and
again and nevergave up.

Good Governance is nothing but an idealistic and unrealisticphenomenon! The question of good governance
islooming large in the minds ofall since the time India went for polls. Ifthis critical question is ignored, then it
would lead us to another dismal failure, while if strategically successful, it may change the face of the world,
and bring Indiaon the map asapowerfulnation.

In apaneldiscussion on "Priorities before the Nation: Roadmap ahead forthe Country and Roadmap ahead
for Amity",I commented on the lack of love and respect for the nation as well as amongst us as citizens and,
how it (love and respect) can be generated by fulfilling the basicneeds ofthe people. They donothave massive
expectations, but basic expectations like improved living standards, good quality education for their children
which may make them wiser, ensuring security, in terms of jobs and protection oftheir major interests.

Though, the basic concept of 'governance' is as old as human civilization, in simple terms, it refers to the
process of decision making and the process by which decisions are implemented. Governance can be used in
varied contexts, such as, corporate governance, local governance, national governance and international
governance. Since governance is the process of decision making, good governance depends upon the formal
aswellastheinformalplayersinvolved in the decision making process.

The United Nations Economic and Social Commission for Asia and the Pacific (UNESCAP) highlighted the 8
major parameters of good governance. Good governance is participatory, consensus based, accountable,
transparent, responsive, effective and efficient, equitable and inclusive and follows the rule of law. It ensures
that corruption is minimized, the views of minorities are taken into account and the voices of the most
vulnerable in the society are heard in decision making. Hence, leadership emerges as the kingpin of good
governance.

Generation of gainful employment for the youth is another big challenge, keeping in mind that 65% ofpeople
are less than 35 years ofage. There are approximately 300 million illiterate children, whose future is bleak and
enveloped indarkness duetoignorance. This problem ofabject poverty is ofhigh priority.

The foreign policy is the tool by which India interacts with other countries of the world. The two major
objectives of India's foreign policy are: a) protection of India's national sovereignty and territorial integrity;
and b) promotion of the well being of the Indian people. Hence, the next stupendous challenge is to
consciously build an appropriate and progressive foreign policy. On a positive note, [ would like to state that
'innovation' has become the key term which is playing a strategic role in linking up the government with the
market and the civil society for the upliftment of the poor. I am sure that the continuing negotiation between
these players will ensure good governance and enable the nation to shine and be recognized as a powerful
nation. The government is not answerable to the party but to the nation. Hence, the biggest emerging
challenge that the new government faces is to fill the vacuum created by the previous government and
addressthepeople'sconcerns which had been neglected for long.

These five years are going to be crucial for the nation

IThavean ardenthopethatyou willenjoy reading all the articles ofthe presentissue. Looking forward for your
valued comments.

Sanjeev Bansal
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Do Buybacks still hold their
dignaling Strength? An Empirical Evidence
from Indian Capital Market

SHAVETA GUPTA', NEHA KALRA' and RAJESH BAGGA'
1 Apeelay Institute of Management Technical Campus
Jalandhar

Share buyback has been recognized as an important
phenomenon in the corporate world that has gained a lot of
attention of the researchers worldwide. Share buyback is
considered as one of the classic methods to raise a
company's stock price. The empirical studies on the
impact of share buybacks revealed that signaling
hypothesis is the major motivation. Share buybacks were
introduced in India since 1998. This study examines
whether Indian companies have undertaken buy-backs for
the purpose of information signaling through the
announcement of share buyback by 58 companies (both
from open market and tender offer) in India during 2010-
12 by taking the BSE 500 index companies. The study
analyzed the share price behavior surrounding initiation
announcements of tender offer and open market share
repurchase programs and the abnormal stock performance
following the announcements, through a standard event
study methodology. The study used a detailed dataset on
tender offer, open market and total sample population
share buyback programs. The results showed that the
market had not given any scope for earning abnormal
returns. The authors find no evidence that buybacks
triggers market reaction in stock prices through
generation of abnormal returns to the investors. The
results have been found to bein tandem with the studies of
Hertzel, 1991; Roosenboom et al., 2001; Cook et al., 2004,
which could not find evidence of abnormal returns
associated with the announcement of buy-back of shares in
thelndian capital market.

Keyw ords: Share buyback, A bnormal Return, Signaling,
M arket Reaction, Event Study and Wilcoxon signed rank
test.
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INTRODUCTION

Corporations distribute large amounts of their cash
flow to sharcholders through stock repurchases
(Fenn and Liang, 1997). Earnings management by
corporate executives appeared to be rewarded by
investors. According to several studies, investors
seem to reward firms that reported steady growth in
earnings and consistently met the earnings forecasts
of analysts (Nadarajan et al., 2009). Wansley et al.
(1989) indicated that repurchase can act as a
substitute for dividend paymentsin order to provide
shares for reissue because of a lack of investment
opportunities or an excess of available cash and to
signal favorable information about the firm's
prospects'. There are two alternatives for allocation
of the surplus fund when companies are over
capitalized. Firstalternative is to retain the fund with
itself and invest it for further development of the
organization. Second alternative is to return the fund
tothe shareholders ofthe company.Itcan be through
dividend or in form of shares buyback’ (Mohanty

" Vermaelen (2005) pointed four different aspects of share buybacks:
investment for the company, payout decision, changes the capital
structure and changes the ownership of the company. Grullon and
Tkenberry (2000) listed five theories/reasons as to why companies
perform share repurchases: to signal that the current share price is too
low, reduce agency problems, to reallocate capital in the stock market, to
return excess capital to the shareholders and to change the capital
structureof the company.
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and Panda,2011). One ofthe most puzzling business
conundrums today is the extreme propensity of
public companies to buy back their own shares
(Milano, 2011). The stock repurchase is considered
as one of the classic methods to raise a company's
stock price, but has failed to get the same amount of
attention of researchers that other corporate actions
viz. dividend announcement, mergers etc. get’. By
reducing the number of shares outstanding, the
interaction of demand and supply is expected to
cause the stock price to float upward. As the
signaling properties vary with the mode of
repurchase’, the company may buy-back shares
from the existing shareholders on a proportionate
basis either through tender offer; or from the open
market either by inviting tenders or by the book
building process (Thirumalvalavan and Sunitha,
nd). Bens et al. (2003) investigated whether stock
repurchases were affected by a firm's desire to
manage earnings and they observed that firms
avoid an earnings disappointment. In other words,
the notion is that some managers may be
announcing open market buybacks with the
intention of misleading investors’.

Share buyback has been recognized as an important
phenomenon in the corporate world and has gained
a lot of attention in many of the researches that are
taking place worldwide. Earlier researches have
documented different aspects of buyback; few have
focused on magnitude of share buyback, while

others have focused on managerial motivation
through managementsurveys (Vermaelen, 1984 and
Ofer and Thakor, 1987) and also financial impact of
buyback of shares (Elton and Gruber, 1968). Prior
studies have mostly covered the reasons to
undertake a buyback but not the motivations behind
choosing between different methods of doing so.
Few studies have identified the main motivations as
signaling undervaluation® (Dann, 1981 and
Vermaelen, 1984), distribution of free cash flow
(Grullon and Michaely, 2004), or as a flexible
alternative to dividends (Jagannathan et al., 2000).
Bravetal. (2005)surveyed 348 financial executives to
identify and explore their perspectives on dividends
and share repurchase. The study concluded that
repurchase decisions are made after investment
decisions are undertaken and the firms are
concerned with the impact of repurchase on EPS’.
The study also concluded that managers tend to
initiate buybacks when the stock is considered to be
undervalued®.

While companies may announce share repurchase,
they are under no obligation to carry them out. The
proportion of repurchases actually undertaken
varies on the basis of scope as to regions and time.
Rau and Vermaelen (2002) argued that the
proportion of repurchases actually executed was
37% in U.K. over the 1985-1998 period, but 10% for
1998. Ikenberry et al. (2000) estimated this
proportion at 28.6% for the Canadian repurchase
programsduring 1989-1997".

’ Buyback and repurchase has been used interchangeably throughout thepaper.

* Lee (2001) has listed share buyback as first among various areas that have traditionally been regarded as the domain of corporate finance in which
accounting researchers have an opportunity to generatesome of themost significant research in financial economics over thenext few decades.

* Refer Comment and Jarrell (1991), Gay et al. (1991), Persons (1994), and Grullon and Ikenberry (2000) for discussions related to the differential

signaling strengths.
’See, Bens et al. (2003), Hribar et al. (2006) and Chan et al. (2007)
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The main research questions addressed in this paper
are that whether the buyback announcements have
an impact on the stock prices of the respective firms
or not and besides this, the researchers have also
made an effort to explore the market efficiency of
Indian stock market. The remainder of the paper is
structured as follows: In the next section, some ofthe
more relevant previous studies on effect of share
buyback announcements has been presented,
followed by a detailed description on the data that
has been used and the methodology that has been
applied. Next section presents and discusses the
empirical results with the conclusion in the last
section.

LITERATURE REVIEW

Share buyback has been a topic ofinterest not only to
the researchers but also to the corporate world.
However, a huge number of researches on
announcement effects of buyback have been carried
out in US as compared to other countries”. This
section covers a briefon the studies carried out in the
said arena. The researchers have followed two paths
in addressing the reasons and impact of share
buyback: one is to survey the managers to explore
their hidden intentions behind share buyback; and
second, to empirically test the impact of share
buyback. As per the scope of the study, this section
throwslight on the empirical studies on buyback.

The rich literature house on empirical studies on
impact of share buyback revealed that signaling
hypothesis' is the major motivation”. Few studies
on signaling hypothesis put forth that buyback
announcement represent signals about future

sample of 143 cash tender offers announced between
1962 and 1976. The study concluded that the
announcement returns of these securities are
positively related to the size of repurchase and stock
price movements. Bartov (1991) analyzed a sample
of 185 US companies announcing open market stock
repurchases from 1978 to 1986 and found an average
increase in the level of earnings. Rees (1996)
analyzed the impact of share repurchase
announcements on stock prices using UK data of
open market repurchase announcements. He found
that prior to the repurchase announcement, firms
experience a significant decline in their stock prices,
and that the market reaction is positively associated
to share buyback, further supporting signaling
hypothesis. Ginglinger and L'Her (2006) examined
open market stock repurchases in France and found
a positive average market reaction to the repurchase
announcement (+0.57% in window (0, +1)).
However, the magnitude of the price reaction is
found to depend on a number of corporate
governance structure measures. Recently, Aharoni
et al. (2011) also observed that repurchases are used
as a signaling device. Their results indicated that
repurchases signal a lower probability of a large
deterioration in the firm's future prospects, rather
than a high probability ofa good outcome.

In order to test the signaling hypothesis of share
buyback, few studies have been carried out in India
also. Mohanty (2002) studied 12 buybacks in India
and found a 3.86 percent return on the
announcement day to indicated the first ever
evidence of positive signaling in Indian context. In a
study of 25 buybacks between 1999 and 2001, Mishra
(2005) investigated the validity oflong-term effect of

® Few main reasons that have been quoted in earlier researches include distribution of excess cash (Brennan and Thakor, 1990 and Stephens and
Weisbach, 1998), trying for optimum financial leverage (Dittmar, 2000), reduction of agency costs (Denis and Denis, 1993 and Grullon and Michaely,
2004), earnings management (Grullon and Ikenberry, 2000 and Guay and Harford, 2000), financing of employee stock option plans (Kahle, 2002) and
redistribution of voting rights (Harris and Raviv, 1988; Stulz, 1988; Bagwell, 1992 and Hodrick 1999). For further reading, refer Baker et al (2003),
Chan et al. (2003) and Brav et al. (2005).

" Bens et al. (2003) studied the relation between repurchase and EPS and found that managers tend to increase buybacks in order to maintain a target
rateof EPS growth.

* For the details on studies supporting the findings, see studies of open market share buyback in Hong-Kong (Brockman and Chung, 2001), Japan
(Zhang, 2002), US (Cook et al., 2004), and Canada (M cNally et al., 2006).

* A study by Stephens and W eisbach (1998) estimated that only between 74% and 82% of the announced repurchase programs were actually carried out
intheU.S.
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operating performances. Dann (1981) compared the ~ Share buyback program on a company’s share price
signaling hypothesis with other hypotheses using a and to assess which companies benefit more from

""See Vermaelen, 1981; Comment and Jarrell, 1991, Ikenberry et al., 1995, Kahle, 2002; Grullon and Michaely, 2004, and Peyer and Vermaelen, 2005.

" Signaling hypothesis predicts that managers, having privy information on their firms, would be impelled to correct mispricing of their shares. One of
themethod is to announce buyback of shares.

" See Bhattacharya, 1979; Vermaelen, 1981; Dann, 1981; Lakonishok and Vermaelen, 1990; Bartov, 1991; Comment and Jarrell, 1991; Dann et al.,
1991; and Persons, 1997.
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these programs. The study concluded that
announcement of a buyback did bring about an
increase in share prices but this was a short-term
phenomenon. Reaffirming the earlier results, Gupta
(2006) studied 46 buybacks between 1999 and 2005
and supported positive signaling by having
observed a significant abnormal return of 1.66
percent. However, in another study by Hyderabad
(2009), a statistically significant average abnormal
return of 2.76 percent was found on the
announcement day for the 70 corporate buyback
announcements made during the period 1999 to
2007. Supporting the findings of Hyderabad (2009),
Ishwar (2010) studied 106 BSE listed companies,
which announced buybacks during from 1999 to
2006 and found an average abnormal return of 2.23
percent. Theresultsindicated that the markethasnot
found any news in the announcement as revealed
and the market anticipated the information and
incorporated into prices before the announcements.

It has well been accepted in the earlier researches
that share buyback programmes enhances
performance indicators of the issuers. Shoven and
Simon (1987) have tested the validity of the free cash
flow hypothesis”. They found a positive correlation

between abnormal returns and measures for excess
funds at the discretion of management and
concluded that buy-backs are an effective means of
convincing the market about the sound investment
decision making of the firms. Similar results have
been witnessed in few other researches also'.
However, few studies have contradicted the earlier
findings”. Regarding leverage hypothesis'", Jensen
(1986) indicated that a buyback increases the firm's
leverage through a reduction in assets and may
create value for the enterprise. Baker and Wurgler
(2002) provided empirical evidence that corporate
managers issue shares at high prices and repurchase
them at low prices. They supported the “market
timing theory” of capital structure, indicating that
the current mix of debt and equity is influenced by
managers' historical market “timing” activities.

Share buyback can be carried out using different
modes of buyback”. Comment and Jarrell (1991)
compared the relative signaling power of three
primary buy-back methods. Their research showed
that the strongest signal in share price is obtained
through a fixed-price tender offer, followed by the
Dutch-auction tender offer, and the open market
offer”. Gay et al. (1996) presented the advantages of

Do Buybacks still hold their Signaling Strength?
An Empirical Evidence from Indian Capital Market

Dutch-auction repurchases over that of fixed-price
tender offers. They suggested that if firms use a
fixed-price offer, then there will be an excessive
wealth transfer from remaining shareholders to
exiting shareholders. Further, D'Mello & Shroff
(2000) tested whether firms that repurchase their
shares using fixed price tender offers are
undervalued relative to their economic value (EV),
and found that 74% of repurchasing firms are
undervalued with regard to their EV at the
beginning of the announcement year. Considering
undervaluation as one of motives for share buyback,
Cook et al. (2004) carried out to study the timings
and execution of open market repurchases using
data of 64 firms. Their evidence showed that firm's
share repurchase is insensitive to market as well as
own price movement. The results were further
reaffirmed in the study by Dittmar (2000) who
concluded that firms repurchase stock to take
advantage of potential under-valuation and to
distribute excess capital to stockholders.

The major contribution in the field of share buyback
is on the stock price reaction, and to detect positive
abnormal returns at the announcement date”.
Ikenberry and Vermaelen (1996) concluded that the
buyback announcement is an option that can be
exercised whenever market conditions are

NEED AND RESEARCH OBJECTIVE OF
THESTUDY

Share buyback and the resulting impact have been
long examined in the finance literature. Not only are
the empirical findings mixed, but there also exist
several distinct hypotheses trying to explain the
reasons for varied impacts. Considering the limited
research on share buyback in Indian industry, the
present research study has been aimed at exploring
that whether buyback announcement is always
viewed as “good news” and be met with
significantly positive stock price reactions. Most
repurchases are open marketrepurchases. However,
we have examined tender offers and open market
repurchasesindividually followed by overallimpact
of share buyback. Open market repurchases usually
take several months to several years to complete
whereas repurchase tender offers are usually
completed within a month (Fried, 2000). Contrary to
open market repurchases, tender offers entail
substantial costs and involve outside parties.
Because repurchase tender offers are completed in a
much more timely manner than open market
repurchases, they offer a less noisy setting to test
questions related to financial reporting as well as
performance around repurchases.

" This hypothesis argues that afirm uses on-market share buyback to distributeits excess cash flow toshareholders. A firm's buyback activities should be
positively correlated with its cash in excess of investment (Dittmar 2000).

" Stephens and W eisbach (1998), Nohel and Tarhan (1998) and Guay and Harford (2000) showed that the announcement effects of share buyback were
strongly positive, and that long-term returns were also positive. Further they also observed that EPS gain came from high book-to-market firms,
consistent with the over-investment hypothesis. For further reading, see, Mitchell and Robinson (1999), Weisbenner (2000), Mitchell et al. (2001),
Stonham (2002), Baker et al. (2003), Guffey and Schneider (2004) and Hribar et al. (2006).

" In astudy by Ikenberry et al. (1995) and Jagannathan and Stephens (2003) in which the researchers showed adecline in earnings after the repurchase.
Theresults were further supported in another study carried out by Evans and Gentry (1999), theresearchers not only found little improvement but also
underperformance by repurchasing firms. They put forth that firms that did not repurchase create more long-run growth in value than firms that
incorporate abuyback strategy. For further details, see, Grullon and Michaely (2004), Barth and Kasznik and Lie (2005).

" The leverage hypotheses states that management provides information that thefirm is moving closer toits optimal capital structure through a buyback
that has the effect of reducing the equity of a company and thereby changing its capital structure mix. See, DeAngelo and M asulis (1980) and Hu and
Chuan (2006).

7 Oneof thetype is tender offer that includes: Fixed-price tender offers, where the corporation offers to buy aspecified amount of shares at afixed price
during afixed tender offer period; Dutch-auction tender-offers, which aresimilar to fixed-price tender offers, except that prices areset in a book-building
procedure; targeted buy-backs, where the corporation negotiates with a particular shareholder. For a detailed overview see e.g. Lamba and Ramsay
(2000).

" Lie and McConnell (1998), and Peterson and Peterson (1993) found no significant differences between fixed-price and Dutch auction tender offer.
Nohel and Tarhan (1998) combined these two types of tender offers to examine the operating performance changes surrounding tender offers. Open
market share repurchase announcements target on average about 7% of a firm's outstanding shares (Stephens and W eisbach, 1998), whereas Dutch
auction and fixed-pricetender offers target alarger percentageof total firm shares, about 15.6% and 18.8% respectively (Comment and Jarrell, 1991).
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favorable. The positive reaction ofthe share prices to
the announcement is related to the option value,

which is recognized by the market. On the same HYPOTHES]S OF THE STUDY

lines, few other researches have also documented .
Many ofthe researches that have been conducted till

the similar results™.
date on the share buyback announcement event

holds that stock price returns are significantly

" See Dann, 1981; Dann et al. 1991; Ikenberry et al. 1995 and Erwin and Miller, 1998, showed positive stock price reactions for firms announcing

repurchases
20

Vermaelen and Peyer (2005) found that the average abnormal return is +3.53%, during 48 months after the announcement of share buyback. For
further reading, refer Arosio et al. (2000) and Otchere and Ross (2002), who also showed that shareholders earned statistically significant abnormal
returns.
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positive around the event date and also positive
stock returns continue or up to four years post the
eventdate’.

Dann (1981) concluded that the announcement
returns of these securities are positively related to
the size of repurchase and stock price movements.
Bartov (1991) found an average increase in the level
of earnings. Rees (1996) found that prior to the
repurchase announcement, firms experience a
significant decline in their stock prices, and that the
market reaction is positively associated to share
buyback. Mohanty (2002) found a 3.86 percent
return on the announcement day to indicated the
first ever evidence of positive signaling in Indian
context. Mishra (2005) found short term gain for the
shareholders. Ginglinger and L'Her (2006) found a
positive average market reaction to the repurchase
announcement (+0.57% in window (0, +1)). Gupta
(2006) supported positive signaling by having
observed a significant abnormal return of 1.66
percent. Aharoni et al. (2011) also found that
repurchases are used as a signaling device. Their
results indicated that repurchases signal a lower
probability of a large deterioration in the firm's
future prospects, rather than a high probability of a
good outcome. Rasbrant (2011) showed that
initiation announcements of open market share
repurchase programs exhibit a two-day abnormal
return of approximately 2% which is both
statistically and economically significant during the
first three repurchase days. Till date, many
researches have shown the existence of positive
abnormal returns following share buyback
announcements”. Few earlier researches also
indicated that the market has not found any news in
the announcement as revealed and the market

anticipated the information and incorporated into
prices before the announcements™. However, it is
still a puzzle that if buyback signals undervaluation
or used as a way to mange earnings with an
appropriate use of free cash flow, followed by
positive reactions around the announcement.
Furthermore, if the reason behind buyback is to
encash opportunities, one should not see positive
long-term abnormal returns. Thus, the following
null hypothesis has been developed to explain the
announcement effects of share buyback.

HO: There is insignificant (zero) share price response to

sharebuyback announcements.

The researchers have hypothesized that the return
for share buyback will be less positive or perhaps
non-positive. However, it is quite possible that this
may not be immediately recognized in the short run.
Alsothereason may be that manager ofthe firm may
try to encash some opportunity butit may also holds
that such moves are not always aligned with the
interests of the shareholders. In other words, if no
difference in the stock price reactions is observed at
the announcement date, then it may be that buyback
in such case may be consistent with either the free
cash flow hypothesis or the undervaluation
hypothesis, thus,making ita tough decision.

DATA BASE AND METHODOLOGY

The Securities Exchange Board of India (SEBI)
permits companies to buy back their shares either by
giving a tender offer or by purchasing shares from
the open market. In tender offer, the company
repurchases its shares from the existing
shareholders on a proportionate basis through the
tender offer at a specific price,and in an open market

*! For details, refer Dann, 1981; Shoven and Simon, 1987; Arosio, et al., 2000; Guay and Harford, 2000; M ohanty, 2002, Otchere and Ross, 2002;

Vermaelen and Peyer, 2005; Ginglinger and L "Her, 2006 and Gupta, 2006.

* See Stephens and W eisbach, 1998; Guay and Harford, 2000 and Ramsey, 2000.
¥ SeeHertzel, 1991; Roosenboom et al. 2001 ; Cook et al., 2004; Hu and Chuan, 2006 and Hyderabad, 2009.
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offer, companies purchase their shares by
announcing the maximum buyback price;the actual
price at which sharesare bought back may vary from
this announced price. When a company announces a
buyback, the stock price of the company moves
upwards as investors perceive the buyback asahuge
positive for the stock.

To test the semi strong form of market efficiency on
the announcement of buyback, both types of share
buy-backs announced by companies trading on the
Bombay Stock Exchange during January 2010 -
December 2012 were taken as sample. Our initial
sample of buy-back announcements as collected
from the official website of Bombay Stock Exchange
i.e. www.bseindia.com and public announcement
dates of buy back of shares were collected from the
official website of Security and Exchange Board of
India (SEBI) i.e. www.sebi.gov.in comprised 68
companies.

To be included in the final sample the researchers
required that: (a) there are no other confounding
events reported in the five days before and after the
announcement date of the buy-back, and (b) daily
returns over the estimation and examination periods
are available. These criteria resulted in a final sample
of 58 share buy-backs. Further, the sample is divided
into 2 portfolios taking the modes the companies
have used for share re-purchase, which resulted in 6
companies in tender offer portfolio and rest 52
companies in open market portfolio. Table 1 shows
the annual distribution of the final sample of

buybacks analyzed.
Table 1: Annual Distribution of Share Buy-backs

Announced During January 2010 - December 2012
Year Buyback through Buyback through
Tender Offer Open Market Offer

2010 3 11

2011 2 27

2012 1 14

Total 6 52
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The statistics show that Indian companies prefer
open market offer program over tender offer
program, primarily because the later can go up to
one month only, while share re-purchase through
the open market operations can prolong for one year,
giving companiesample time to buyback.

Analytical Tools Used

The method chosen to analyze the stock price
reaction to buyback announcements is event study
methodology. Though event studies have a long
history™, Brown and Warner (1980), and Fama et al.
(1969) considered the papers that introduced the
event study methodology as is known today. Since
then the method has become a widely used standard
to examine the impact of firm-specific and economy
wide events on the value of a firm. This method
measures the stock price reaction to the
unanticipated announcement of an event. In our
case, the event is the announcement of a share
buyback. The event study methodology is based on
the hypothesis of efficient markets™. A list of
companies involved in share buyback during 2010-
2012 was compiled from several sources like web
sites of the SEBI and BSE. For the purpose of this
study, the first date of media announcement of the
share buyback has been taken as the event date (day
zero). Annexure 1 provides the list of companies'
along with the announcement dates that have
undertaken buyback program in the period under
study.

Event Study Methodology

The data in the present study has also been analyzed
using Event Study. The procedure for event studies
is to investigate whether there are abnormal returns
around the announcement date. The announcement

* See Dolley 1933, Myers and Bakay 1948, Baker 1956, Ashley 1962,
Ball and Brown 1968.

¥ Fama, 1970 put forth that if stock prices reflect all the available
information of firms, then when the market faces an event that is not
anticipated, abnormal returns should happen with a positive or negative
impact on stock prices.
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effect exists only ifabnormal returns are significant.
This analytical approach is well accepted and has
been used widely. The event study methodology
has, in fact, become the standard method of
measuring security price reaction to some
announcement or event. In practice, event studies
have been used for two major reasons: 1) to test the
nullhypothesis that the market is efficient in terms of
information efficiency, and 2) within the ambit of
market efficiency hypothesis, to examine the impact
of some event on the wealth of the firm's security
holders. Cable and Holland (1999) argued that the
market model compares favorably to other models
proposed in the literature”. For that reason, the
reference has been made only to the results from the
market model.

To investigate the price impact surrounding the
initiation announcement ofthe buyback program we
have applied a market model as benchmark for
calculating abnormal returns. The market model
assumes a linear relationship between the return of
the security to the return of the market portfolio. The
BSE 500 Sensex had been taken as the benchmark
index. The stock returns had been regressed to BSE
500 Sensex returns for a period of 240 trading days
viz. 120 trading days before and after the event
(announcement) date. The abnormal return for each
of the day in the event window was the difference
between the actual stock return during that day and
the expected normal return according to the BSE 500
Sensex as per the'a'and 'B' ofthe concerned stock. In
brief, this approach involved the following
sequence:

Daily abnormal returns before and after the
announcement (including announcement day) of
the share buyback has been computed using OLS
modelas:

AR =R, E(R,)

Where t = day measured relative to the share
buyback announcementday (t=0)

AR, =abnormalreturn on security 'i' for day 't'

R, = raw return on security 'i' for day 't' which was
calculated as:

MP; ¢ - MPyc—y)
MP;;

Where MP,, =closing price ofsecurity 'i'on day 't'

MP, . ,=closing price of security 'i'on day 't-1'

E(R;,) = expected return on security 'i' during day 't'
which had been estimated through market model
using BSE 500 Sensex as follows:

ER)=0, +BR, +¢g

Where R, = return on the BSE 500 Sensex and o, B,
are the OLS values from the estimation period and ¢,
isassumed toindicate theabnormalreturns.

Average abnormal returns for each relative day had
been calculated by:

AAR=1FN AR,
~IX, AR,

Where N = Number of securities (companies) with
abnormalreturnsduringday't'.

Event Definition and Date of
Announcement

For the purpose of this study, the first date of media
announcement of the buyback has been taken as the
event date i.e. day zero (Annexure 1). The first
possible date when the news of the buyback was
made public has been used. The same has been
obtained from the information available on the web
sites of SEBI, Bombay stock exchange and the
respective firms.

Z6Rej"erBr0wn and Warner, 1980, Dann, 1981, DeA ngeloand Rice, 1983 and M cN ichols and M anegold, 1983.
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Window Period

Even though there is no consistency between the
event windows chosen in existing studies, they can
be broadly classified as being either shortrun or long
run. The choice ofappropriate performance measure
also varies considerably between studies (Barber
and Lyon, 1997 and Lyon et al., 1999). This study
focuses only on short-run event study methods,
restricting analysis to an eleven-day event window.
This provides the best comparison of various
methods because the shorter the event window, the
more precise are the tests (Ahern, 2006). If a test does
not perform well for a one-day event window, it will
only perform worse for longer-run studies. Thus, if
small errors are presented in this study, they will be
compounded in long-run studies (Fama, 1998;
Kothari and Warner, 2005). It is important to note
that if the event window is broadened to include
more days then it has the disadvantage in terms that
prices, in that period, might be affected by
confounding effects, including other significant
announcements about the firms (Branca and Borges,
nd). Therefore, it is important to use an event
window as narrow as possible, balancing the pros
and cons of smaller and larger windows®”. Also,
allowing for the possibility of some market rigidities,
or a lagged response by investors, we analyze price
behaviour until day +5. The event window has been
taken at -5 to +5 days; the estimation window has
been taken at maximum from -120 days to -6 days
and the post event window has been taken at +6 to
+120days.

Test Statistics
t-statistic

The t-statistic is computed as in Brown and Warner
(1985). The traditional t test, relies on the assumption

that the average abnormal returns as are normally
distributed independently and identically. With the
assumption that the residuals which are the
measurements of the abnormal performance are
uncorrelated between the stocks, the abnormal
performance standard deviation is based on the
standard deviation of each stock performance
measure of the sample in the estimation period.
Accordingly, while T indicates the length of the
estimation period, the test statistics on day O0;
complies with T-1 degrees of freedom and Student's
tdistribution™.

Wilcoxon signed rank test

The Wilcoxon signed rank test ranks all abnormal
values in the t-day or set of t-days under analysis,
and then assigns the sign of each abnormal return to
the respective rank. If positive abnormal returns
tend to be in greater number than negative abnormal
returns, and/ or have relatively higher absolute
values, the sum of the signed ranks will tend to be a
higher positive number. If positive and negative
abnormal returns tend to cancel each other, the sum
ofsigned ranks will tend to be close to zero. A sum of
signed ranks statistically different from zero will
reject the null hypothesis of no abnormal returns in
the event window. The sign test uses only the signs
of the abnormal returns in the t-day or set of t days
under analysis. Under the null hypothesis of no
abnormal returns, we expect the proportion of
positive (or negative) signs to be close to 50%. p-
values can be determined from the binomial
distribution. These tests are not affected by outliers,
as the absolute values of abnormal returns are
dropped, and only ranks or signs are retained
(Borges and Branca, 2010).

7 See Vermaelen (1981), Comment and Jarrell (1991), Ikenberry et. al (1995), Ikenberry et al. (2000), McNally (2002) and Grullon and Michaely

(2004).

* Brown and Warner, 1980, indicated that the reason for calculating the standard deviation of the residuals from the estimation period is to solve a
probable cross-sectional dependence problem. Dyckman et al. (1984) opined that non-normality of individual security daily return residuals has little
effect on theinferences drawn from theuseof t-test applied tothe portfolios. Berry et al. (1990) also put forth that t-test works well.
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RESULTS AND DISCUSSIONS

This section covers the effect of buyback
announcements on the share prices for the full
samplepopulation as well as on the basis of modes of
buyback. When a company buys back its shares,
management gives an information signal to
shareholders. However, the signal may be
ambiguous. On the one hand, it may be that the
company has no profitable use for its funds and
therefore undertakes a buy-back as a means of
returning these funds to shareholders while on the
other hand, management may believe that the
company is undervalued and a buy-back which is
undertaken at a significant premium above the
current market price is a means by which
management passes this information on to
shareholders (Lamba, 2000). However, the signaling
theory of buy-backs has received support from a
survey of 140 chieffinancial officers of US companies
which undertook share buy-backs. The authors of
the study concluded:

"An important finding of this research is that managers do use
share repurchases to signal their confidence in the company,

which management believes is not being incorporated in share
prices.” (Lamba, 2000)

Table 2 presents the results for the daily average
abnormal returns for the full sample and mode wise
sample distribution of 58 share buy-backs
announced during 2010-12. Over the period leading
up to the announcement day the researchers
observed a rush of negative abnormal returns to the
highest of -0.7%, for over 50% of the sample
companies in most cases. Though the immediate pre
announcement period documented negative
abnormal returns but the results were not found to
be statistically significant, but the returns following
the announcement day have been statistically
significant. The findings are in tandem with the
study of Ishwar (2010) who studied 106 BSE listed
companies, which announced buybacks during the
period from 1999 to 2006 and found an average
abnormal return of 2.23 percent that was not
statistically significant on the event day to signal the
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under-pricing of securities. The author opined that
the market has not found any news in the
announcement as revealed by the continuing trend
that started before the announcement and the
market anticipate the information and incorporated
into prices before the announcements. A similar
stream of negative abnormal returns was seen since
the day companies announced their buybacks (De
Ridder, 2005 and Yook, 2010). A little variation was
noted in the period exactly after the announcement,
with the abnormal returns increasing further from -
.09% on day 1to -.8% on day 2 and then maintaining
the level around -.5% till day 5. Also the proportion
of companies reporting the negative returns rose
from 58% to 74% of the total sample, all being
statistically significant at the 0.05 level. Thus, our
results are not being driven by only a few negative
abnormal returns. This continued for the entire
period under consideration till the 120th day after
the announcement, indicating a permanent bearish
phase for the companies. The findings are consistent
with Modigliani & Miller (1961) who stated that in
perfect capital markets it doesn't matter whether
companies pay out cash to its shareholders as
dividends or repurchases shares. All information is
already priced in the current share price and
therefore no new information is passed on to the
markets and the share price should not respond to
changes in payout policies from the company. The
results are further consistent with the results of
Roosenboom et al. (2001) and Mishra (2005). The
findings indicate that share buyback does not create
a sustained rise in stock price which is in alignment
with the results of Hua Zhang (2002) who
investigated the stock price performance after actual
share repurchases. On average, repurchasing firms
do not exhibit strong superior abnormal
performance either initially or over long horizons
when they make actual share repurchases. The
perusal of the above movements/ statistics points
out an interesting fact. One of the most prominent
motivators for companies to go for buyback of its
own shares is to send a positive signal to the
shareholders. But it has been noted here that Indian
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corporations, in a ray of hope to revive its stock
prices and to reverse their process of decline went for
share buybacks, which is consistent with the
conjecture that firms time their repurchases to
coincide with temporary declines in their stock
prices (Stewart, 1976; Stephens and Weisbach, 1998;
Brav et al., 2005 and Kinsler et al., 2008), yet to their
surprise no major change was found in the returns
duetotheannouncement.

A further issue is whether different types of buy-
backs convey signals of different strengths. It can be
recalled that in the United States, managers may
chooseamong two main types of buybacks:an open-
market buy-back, or a tender-offer buy-back. In his
1981 study, Vermaelen studied 131 tender-offer buy-
backs and 243 open-market buybacks and argued
that open-market buy-backs provide less powerful
signals than tender-offer buy-backs (Lamba, 2000).
Harris and Ramsay also found that the market's
reaction to share buy-backs differs by the type of
share buy-back announced. The results for the
market's reaction to the disaggregated sample of 6
tender buy-backs and 52 open market buy-backs
appearin Table 2.

Table 2 displays the statistics for both the methods of
buy-back announcements. The data shown above
portrays a clear picture of the movements of stock
prices before and after the announcements
unfolding itself to the market. In both the cases
companies continue to document significant
negative cumulative average abnormal returns both
before and after the announcement day. Especially
between days -8 to +8, the abnormality has a strong
drift towards bearish phase for the sample
companies. As with the full sample, the results for
the tender offer are not driven by outliers since no
single company comprising the sample earned
positive cumulative average abnormal returns over
days {1, 0}. Though day +1 documented positive
returns for 16.66 per cent of companies but again for
day +2, no company registered positive returns.
Similar results has been witnessed for the open
market offer, where negative returns dominate as
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over S0 per centofthe sample companies both before
and after the announcement. An analysis of it
reveals that the market makes no discrimination in
its reaction towards the two methods of buyback.
Moreover since the results have been similar for the
two methods,thereforethey also arein tandem to the
fullsampleresults.

For event windows {10, O}and {5, O}preceding the
announcement, negative abnormal returns of 0.4%
and 0.3% respectively have been recorded, though
these are not significant. However, for event
window {1, 0}, statistically significant negative
abnormal returns of 0.2% have been recorded with
absolutely no company experiencing positive
abnormal returns. Even the post announcement
period of {1, +5}and {+1, +10} showed negative
cumulative abnormal returns of -2.63% and -2.66%,
both significant at 0.05 and 0.0l level. The
cumulative returns for the event window of {1,
+1imakes it crystal clear, that market was
experiencing negative abnormal returns before and
after the announcement, and moreover the entire
sample of 58 companies documented negative
abnormal returns. The run-down in prices was
consistent as observed by the statistically significant
cumulative abnormal returns of -2.17% over the
period {10,+10}.

In case of tender offer, the event windows {10, 0}
preceding the announcement, statistically
significant negative abnormal returns of 0.2% have
been recorded. Also, the post announcement period
of {5,0}to {5,+5}have showed negative cumulative
abnormal returns of -2.92% and -7.11%, both
significant at 0.05 and 0.01 level. The cumulative
returns for the event window of {1, +1} clears the
picture, that market was experiencing negative
abnormal returns before and after the
announcement, and moreover the entire sample of 6
companies documented negative abnormal returns.
The run-down in prices was consistent in case of
open market offers as observed by the statistically
significant cumulative abnormal returns of -1.5%
overtheperiod {10,+10}.
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Table 2: Summary of Daily Average Abnormal Returns for
the Full Sample and Modes of Share Buy-backs Announced During January 2010 - December 2012

Summary of Abnormal Returns over Days -120 to +120 Relative to the Announcement Day,

summated by the its t-statistics computed for each day abnormal return with its two-tailed p-values

reported in brackets. The t-statistics which have been found to be statistically significant at 0.05 and 0.10 level
have been marked with */**. The last column reports the percentage of companies documenting non-negative
(positive) abnormal returns on respective days both preceding and proceeding the event of buyback announcement.
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Table 3 sums up the cumulative average abnormal returns over different event windows.

Table 3: Summary of Cumulative Average Abnormal Returns over Different Event Windows for
the Full Sample of Share Buy-backs Announced During January 2010 - December 2012

Summary of Cumulative Abnormal Returns over nine different event windows. Here three event windows of
{-10, 0}, {-5, Ojand {-1, Ojindlicate the abnormal movement of stock prices cumulated for 10 days, 5 days and
1 day prior to the event till the date of announcement respectively and on similar lines event windows of {0, +1},
{0, +5})and {0, +10j}indicate the abnormal movement of stock prices cumulated from the date of event till 1 day,
5 days and 10 days after the event. The last three windows sum up the abnormal returns for 3 days, 11 days and
21 days around the event. This has been supplemented by the its t-statistics computed for the abnormal return of each
event window with its two-tailed p-values reported in brackets. The t-statistics which have been found to be statistically
significant at 0.05 level have been marked with *. The last column reports the percentage of companies documenting

Event Full Sample (N=58) Tender Offer (N=6) Open market Offer (N=52)
Day
Average t-Statistics | Percentage Average t-Statistics Percentage | Average t-Statistics | Percentage
Abnormal Non- Abnormal Non- Abnormal Non-
Returns (%) Negativity | Returns (%) Negativity | Returns (%) Negativity
-120 -.7462 -3.528(.001) * 31.03 -0.8728 -2.038(0.097)* 33.33 -.7316 -3.159(.014) * | 30.76
-110 -.5678 -1.662(.102) 4310 -1.8976 -2.619(0.047)* 0 -4017 -.948(.680) 48.07
-100 -.4439 -1.403 (.166) 41.37 -1.6028 -1.421(0.215) 33.33 4499 1.023(.961) 42.30
-90 -.3010 -.743(.461) 36.20 -0.5523 -0.547(0.608) 16.66 .0382 .093(.532) 38.46
-75 -.5516 -1.245(.218) 37.93 -3.0273 -1.298(0.251) 16.66 5132 1.434(.063) ** | 40.38
-50 -.1686 -.369(.008) * 36.20 -0.9898 -2.074(0.093)* 16.66 -2.7238 -1.565(.347) 38.46
-30 -.6134 -1.617(.111) 37.93 -1.4738 -2.871(0.035)* 16.66 -.3078 -.779(.882) 40.38
-15 -.1290 -.332(.741) 51.72 0.1544 0.244(0.817) 50 -.3369 -.642(.816) 51.92
-8 -.5301 -1.454(.152) 39.65 -0.2697 -0.433(0.683) 66.66 -1739 -.532(.968) 26.53
-5 -.0532 -.128(.898) 38.65 -1.3156 -1.106 (.319) 16.67 -.0925 -.210 (.834) 32.31
-4 -.4637 -1.264(.211) 40.38 -.8107 -1.544 (.183) 16.67 -.4236 -1.045 (.301) 38.46
-3 -.4643 1.209(.232) 65.38 .8601 .718 (.505) 66.67 -.4186 -1.024 (.311) 37.69
-2 -6139 .962(.340) 51.92 1.8814 .946 (.388) 50.00 -.4676 -.690 (.493) 36.15
-1 -.0392 -112(.911) 50.00 -1.9486 -8.060 (.000)* 0 -.1811 -.478 (.635) 20.00
0 -2178 -.766(.447) 32.69 -1.5939 -2.838 (.036)* 0 -.0590 -.194 (.847) 32.69
+1 -.0969 -.334(.040) * 42.30 -1.2267 -2.735 (.041)* 16.67 .0334 .106 (.916) 40.38
+2 -.8743 -3.297(.002)* 26.92 -1.1171 -2.533 (.052)* 0 -.8463 -2.898 (.006)* | 26.92
+3 -.6355 -2.286(.026)" 32.69 -.4351 -1.718 (.146) 16.67 -.6586 -2.132 (.038)* |  30.77
+4 -.4548 -1.984(.052)* 38.46 -.3901 -1.098 (.322) 33.33 -.4623 -1.826 (.074)*| 34.62
+5 -.5686 -1.712(.092) ** 38.46 -1.0229 -2.387 (.063)** 0 -5162 -1.405 (.166) 32.41
+8 -.1034 -.396(.693) 4310 -0.3208 -1.188(0.288) 33.33 -.0783 -.270(.692) 44.23
+15 -.0872 -.222(.825) 46.55 -0.7217 -1.653(0.159) 16.66 -.0140 -.032(.046) * 46.15
+30 .0298 .128(.899) 41.37 -0.8225 -2.44(0.059)* 16.66 -.0510 -.152(.058) ** 44.23
+50 -.7884 -2.943(.005) * 32.14 -1.8519 -3.85(0.012)* 0 -.5473 -1.980(.468) 36
+75 -6123 -2.353(.022) * 33.33 -1.1387 -2.775(0.039)* 16.66 -.2768 -.627(.549) 35.41
+90 -.3655 -1.465(.149) 41.51 -0.005 -0.013(0.99) 50 -.0926 -.297(.047) * 40.42
+100 -.3081 -.762(.450) 45.28 -3.0569 -1.863(0.122) 33.33 -.2808 -1.042(.154) 46.80
+110 .0842 .184(.855) 43.39 -1.8897 -2.925(0.033)* 0 -.1243 -.375(.046) * 48.93
+120 -.5396 -1.909(.062) ** 32.07 -0.6393 -2.969(0.031)* 16.66 -.5269 -1.656(.208) 34.04
Source: Author's Own.
12 Amity Business Review
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non-negative (positive) cumulative abnormal returns for respective event windows.

Event Full Sample (N=58) Tender Offer (N=6) Open market Offer (N=52)
Window

Cumulative | t-Statistics | Percentage | Cumulative | t-Statistics | Percentage | Cumulative | t-Statistics |Percentage

Abnormal Non- Abnormal Non- Abnormal Non-

Returns (%) Negativity | Returns (%) Negativity | Returns (%) Negativity
{-10, 0} -0.4939 -1.109(.293) 36.36 -0.28803546 | -3.888(.003)* | 54.5454545 -0.517667 | -271(.792) | 54.54545
{-5, 0} -0.3044 -.755(.484) 33.33 -2.92733 -2.893(.034)* | 33.33333 -0.677304 | -1.764(.138) | 66.66667
{-1,0} -0.2569 | -1.360(.004)* 0 -3.5424602 | -3.445(.180) 0 -0.122144 | -5.142(.122) 50
{+1, +5} -2.6301 | -3.359(.028) 0 -4.19193 -5.632(.005)* 0 -2.44987 | -3.058(.038) 20
{(+1,+10} | -2.6665 | -7.246(.000)* 20 -7.71889 | -6.606(.000)* 0 -2.08352 | -6.979(.000)* 30
{-1,+1} -0.3539 | -2.329(.045)* 0 -4.76917 -4.189(.053) 0 -0.155557 | -8.957(.012)* | 66.66667
{-5, +5} -2.3257 -1.589(.143) 18.18 -7.11926 -4.459(.001)* | 18.18182 -1.77256 -511(.620) | 45.45455
{-10,+10} | -2.1726 | -2.807(.011) 28.57 -7.43085 -1.603(.125) | 28.57143 -1.56585 | -3.188(.005)* | 42.85714

Source: Author's Own.

Table 4: Pre and Post AR: Results of Paired t-test and Wilcoxon signed-rank test

The table reports an application of Paired t-test and its non-parametric parallel,
Wilcoxon Z-test, for comparing the per event abnormal returns with those post
event returns for three different windows. They test whether the null hypothesis
that the abnormal returns have a mean value equal to zero holds good or not.

Event Window Full Sample (N=58) Tender Offer (N=6) Open market Offer (N=52)
T Y4 T Z T z
(p-values) (p-values) (p-values) (p-values) (p-values) (p-values)
-1to+1 .135(.893) .868 -1.316(.245) A73 .313(.756) 649
51045 1.787 (.148) 225 1.030(.361) 345 3.499(.325) 443
-10to + 10 2.597(.299) 437 2.193(.556) 569 1.668(.130) .203
Source: Author's Own.
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The conclusion holds good as the cumulated returns
(of all buyback companies) for windows {5,+5}and
{10, +10}turn out to be around negative (-.1% and -
2% respectively) for more than 30% of the
companies, thus indicating no change in the trend
from pre announcement to post announcement
period and nullifying the signaling hypothesis.

The sample buyback companies were further
examined to explore any possible association
between pre and post returns as a result of buyback
announcement. The table above presents the results
of paired t-test and its non-parametric parallel,
wilcoxon signed rank test. It can be observed that for
the immediate event window {1 to +1} the market
did not witness any significant change in returns for
the entire sample. The pattern remained the same for
entire sample companies going for buyback either
through tender offer or open market in short
duration as well {5 to +5}. Also, the relatively long
window of {10 to +10}days indicated the no
significant difference in the returns. The momentum
of the share price adjustment to buyback
announcements indicated that the markets did not
consider buybacks by Indian companies as a
significant signal of managerial information. The
results are inconsistent with signaling evidences of
prior studies that found the average repurchasing
firm experiences very positive abnormalreturns.

Whatever be the mode of buyback, studies on share
buy-backs undertaken in the United States have the
strongest empirical support for information
signaling (Lamba, 2000). But the scene is a little
inconsistent in the Indian context. While Purohit, et
al (2012) could not find any association of the
abnormal returns with the announcement of buy-
back of shares, Gupta (2006) and Mohanty's (2002)
found a positive CAR around the announcement.
However, the results for this study have been found
to be in tandem with the studies of Hertzel, 1991;
Roosenboom et al., 2001; Cook et al., 2004, which
could not find evidence of abnormal returns
associated with the announcement of buy-back of
shares in the Indian capital market, resulting in the
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acceptance of the hypothesis of insignificant (zero)
share price response to share buyback
announcements. Thus, buybacks in India have failed
tocreate an impactin the minds ofthe investors.

CONCLUSION

Buybacks are viewed as an important piece of
information to signal undervaluation of shares by
effecting a positive change into their stock prices.
However, the study failed to find any response to
second their results. A negative terrain of
statistically significant abnormal returns has been
witnessed for the companies both before and after
the buyback announcement. The markets reacted in
similar fashion for buybacks administered through
tender offer as well as open market offer. It has been
viewed that the companied announced buyback
with a motive of furthering a positive signal to the
market of private information revealed by the
companies. But, the market reacted in complete
contradiction of the signaling hypothesis. The
results have been found to be in tandem with
another study conducted by Purohit et al. (2012)
which could not find evidence of abnormal returns
associated with the announcement of buy-back of
shares in the Indian capital market. Similar to our
study this paper also analyzed the impact of mode of
buy-back. No significant impact of mode of buy-
back was seen from analysis. The investors did not
perceive it as an information signal worth reacting
and continued with the previous trend of prices,
thushavingno significantimpacton the minds ofthe
investors.
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ANNEXURE 1: List of Companies and Announcement Dates for Share Buyback

S. No. | Date of Company Name Mode of S. No. | Date of Company Name Mode of
Announcement Buyback Announcement Buyback
1 January 13,2010 FDC Limited Open Offer |30 November 02, 2011 | Bhagyanagar India Open Offer
Limited
2 February 18,2010 | Poddar Pigments Limited | Open Offer
31 November 02, 2011 | Rain Commodities Limited | Open Offer
3 February 22,2010 | Gee Cee Ventures Limited | Tender Offer
32 November 08, 2011 | De Nora India Limited Open Offer
4 February 22,2010 | Kilburn Engineering Limited | Open Offer - - —
33 November 08, 2011 | Jindal Poly Films Limited Open Offer
5 March 04, 2010 TIPS Industries Limited Open Offer — .
34 November 11,2011 | Gemini Communication Open Offer
6 May 10, 2010 Manaksia Limited Open Offer Limited
7 July 07,2010 Panacea Biotec Limited Open Offer |35 November 16, 2011 | SoftSol India Limited Open Offer
8 August 16, 2010 Hindustan Unilever Limited | Open Offer 36 November 18, 2011 | Borosil Glass Works Limited| Open Offer
9 August 18, 2010 Consolidated Securities | Open Offer {37 | November 24,2011 | Amtek Auto Limited Open Offer
Limited 38 November 24, 2011 | Avantel Limited Open Offer
10 October 22,2010 | Crisil Limited Open Offer |39 December 13,2011 | Praj Industries Limited Open Offer
11 November 16,2010 | Navin Fluorine Tender Offer |49 December 15,2011 | CRISIL Limited Open Offer
12 November 24,2010 | Sasken Communication | Open Offer |41 December 19, 2011 | Infinite Computer Solutions | Open Offer
Technologies Limited (India) Limited
13 December 10,2010 | Piramal Healthcare Limited | Tender Offer |42 December 28, 2011 | Ansal Housing and Open Offer
14 December 28, 2010 | Buyback offer of India Open Offer Consiruction Limited
Infoline Limited 43 December 29, 2011 | India Bulls Real Estate Open Offer
Limited
15 January 03, 2011 ABG Infralogistics Limited | Tender Offer
- - 44 January 10, 2012 Valiant Communications Open Offer
16 January 03, 2011 Lakshmi Machine Works | Open Offer Limited
Limited
. . 45 January 25, 2012 Reliance Industries Limited | Open Offer
17 January 28, 2011 Hindustan Composites Open Offer
Limited 46 January 30, 2012 Geecee Ventures Limited | Open Offer
18 February 14,2011 | FDC Limited Open Offer |47 February 28,2012 | Monnet Ispat and Energy | Open Offer
Limited
19 March 01, 2011 Balrampur Chini Mills Open Offer ) - .
Limited 48 April 03, 2012 Rain Commodities Limited | Open Offer
20 March 22. 2011 SRF Limited Open Offer 49 April 13,2012 Zee Entertainment Open Offer
: Enterprises Limited
21 March 25, 2011 HEG Limited Open Offer 50 April 27,2012 Sasken Communication Open Offer
22 April 06, 2011 Reliance Infrastructure Open Offer Technologies Limited
23 April 11, 2011 Allied Digital Services Open Offer |51 May 25, 2012 Akzo Nobel India Limited | Tender Offer
Limited 52 June 05, 2012 LKP Finance Limited Open Offer
24 May 11, 2011 Begtcag Chronicle Holdings | Open Offer |53 | yuiy 31, 2012 TIPS Industries Limited Open Offer
imite
- 54 August 22, 2012 Kanoria Chemicals and Open Offer
25 May 26, 2011 Amrutanjan Health Care | Tender Offer Industries Limited
Limited
55 August 24, 2012 FDC Limited Open Offer
26 June 15, 2011 PVR Limited Open Offer
56 September 25,2012 | Selan Exploration Open Offer
27 July 20, 2011 ECE Industries Limited Open Offer Technology Limited
28 August 30, 2011 Amtek Auto Limited Open Offer |57 October 05, 2012 Rain Commodities Limited | Open Offer
29 October 05, 2011 Eon Electric Limited Open Offer |58 November 12, 2012 | Mastek Limited Open Offer
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Human Asset M easurement can be defined as quantifying
the contributions of all employees of an organization to
produce value from their knowledge, skills, abilities, and
other characteristics as well as the organizational
processes, likerecruitment, selection, training, etc., which
are used to build and support these human aspects. It
involves number of parameters to evaluate the employees
in the organization. The study was conducted to find the
metrics on the basis of which the service sector
organizations in India evaluate their employees and to
find whether there is any significant difference that exists
between the employees from different backgrounds. It was
found that experience, Client satisfaction surveys,
Competencies, Cost of people, Cost per hire, Educational
level, Seniority, and Tenure were identified as being used
mostly as a human asset evaluation measure by the
organizations. Also, there is a significant difference
between employees having different years of experience in
the choice of parameters used for measurement of human
asset in their organization.

Key Words: Human Asset, Evaluation of Human Asset,
Parameters to evaluate employees, Metrics for human
asset.
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INTRODUCTION

In knowledge economy/ society, human asset
constitutes to be the focal point around which all
economic activities rotate. A knowledge economy is
one in which the generation and exploitation of
knowledgeplay the predominant partin the creation
of wealth (United Kingdom Department of Trade
and Industry, 1998). In these types of economies, the
service-oriented companies dominate the majority
of economic activities. The major asset to these
companies is thus the knowledge, experience, and
skill of the workers who are responsible for
everything that happens in the organization rather
than machines. The fast growth of service
organizations in various developed and developing
countries shifts the focus of management towards
skillempowerment oftheir employees.

Despite the fact that service sector organizations are
fast growing in the 21st century universally where
intellectual capital is the most important asset, the
system of measurement of human asset accounting
has few evidences ofits application.

Singh & Gupta (2008) by using the human resource
valuation model (Singh, 2002) found that there was
huge difference between the cost incurred on an
employee by an organization and the value of their
employees. Also, Singh & Gupta (2010) in their
research study showed the importance of valuation
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of human asset by proving that the cost incurred on
employees could not be used as a surrogate measure
of their value. Also, the various Organizational and
Environmental factors relating to human resource
had an impact on Organization's human resource
value. Values calculated by using the human
resource valuation model (Singh, 2002) provided the
information for strategic decision making
particularly relating to the human resource decision
problems. Hence, HCIS (Human Capital
Information System) can be used by the decision
makers as Decision Support System (Singh, 1999).

Human Asset Accounting is all about developing a
way ofmeasuring and valuing that captures the very
essence of a business - its people and reports their
worth in such a way that not only shows the added
worth that they make to the organization but allows
for the continued development of this worth as well
(Singh & Rastogi,2001(a) & 2001(b)).

Human Asset Measurement by
OrganizationsinlIndia

Many studies have aimed at constructing a human
resource or an intellectual capital statement or report
along with traditional financial statements to
provide them to managers and external stakeholders
(Edvinsson and Malone, 1997; Lev, 2001, Brooking,
1996; Roos et al., 1997, Singh & Gupta, 2010). It has
been suggested by Hermanson (1964), Likert (1967),
Likert and Pyle (1971), Lev & Schwartz (1971) that
the inclusion of Human Resource Accounting
Information might benefit the investors and it would
be of immense use if information relating to human
resource is presented so that the investors can
evaluate properly assets and income.

In India, Human Resource Valuation until now has
not been introduced as a system in most of the
companies. So far as the statutory requirement is
concerned, the Companies Act, 1956, requires the
furnishing of little information about human
resources in the annual reports of the companies.
Sec. 217 (2A) ofthe Companies Act 1956 requires the
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companies to give the particulars of some employees
drawing salaries above a specified limit in the
annualreports ofthe companies.

The statement to be included in Board's reportunder
subsection (2-A) of section 217 ofthe Companies Act,
1956 (1 of 1956), shall also contain the following
particulars,namely:-

(a) Designation oftheemployee.
(b) Remuneration received.

(c) Nature of employment, whether contractual or
otherwise.

(d) Othertermsand conditions.

(e) Natureofdutiesoftheemployee.

(f) Qualifications and experience ofthe employee.
(g) Dateofcommencementofemployment.

(h) Theageoftheemployee.3

(I) The last employment held by such employee
before joining the company.

(J) The percentage of equity shares held by the
employee in the company within the meaning of
sub-clause (iii) of clause (a) of sub-section (2A) of
section 217 ofthe Act.

But this section is still silent about Measurement of
Human Asset and the main focus is on emoluments
received by employees which is basically cost to the
company and is generally much lower than their
value.No significant information about human asset
ismandatory to be shown in the financial statements
ofthecompany.

Although, Institute of Chartered Accountants of
India (ICAI) has issued accounting standards on
most of the important areas in accounting and has
ensured their implementation by making
accounting standard mandatory, the most
regrettable fact is that it has not issued any
accounting standard for the measurement and
reporting ofthe costand value ofhuman resources of
an organization and the contribution made by them.
Dueto this fact,a very largenumber of organizations
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are following even to-day, the principles and
practices ofconventional accounting.

Under the 1956 Act, , there is no mandate requiring
companies to ensure compliance with accounting
standards or generally accepted accounting
principles while proposing the accounting treatment
in ascheme. However, listed companies are required
to ensure such compliance as the Equity Listing
Agreement mandates such companies to obtain an
auditor's certificate regarding appropriateness ofthe
accounting treatment proposed in the scheme of
arrangement. The Companies Act 2013 Act requires
all companies undertaking any compromise or
arrangement to obtain an auditor's certificate
(section 230 and 232 of the 2013 Act). This
requirement will help in streamlining the varied
practices as well as ensuring appropriate accounting
treatment.

So, an accounting standard should be there to
evaluate human asset on different metrics.

There are few of the companies in India who do the

valuation of human resources and disclose in their

Annualreport.

PublicSector Enterprises

* CementCorporation ofIndia Limited (CCIL)

* Hindustan Petroleum Corporation limited
(HPCL)

PrivateSector Enterprises

* Infosys Technologies Limited

* RoltalndiaLimited

Considering the fact that very few companies are

valuing human resources in their annual report, the

need was felt to conduct a study based on primary
data with the following objectives and hypotheses.

Objectiveofthestudy

The study was conducted to find the parameters on
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the basis of which the service sector organizations in
India evaluate their employees. The main objectives
ofthestudyare:

1. To find out the parameters those are currently
used for measuring the value of human asset in
the organization.

2. To find whether there is any significant
difference between employees from different
background viz.,age, experience, qualifications,
and service industry in the number of
parameters used for measurement of human

assetin their organization.

Research Hypotheses ofthe study

To achieve the objectives, following hypotheses
havebeen formulated.

Null Hypothesis HO1: There is no significant
difference between employees of different age
groups in the number of parameters used for
measurement ofhuman assetin their organization.

Alternative Hypothesis Hal: There is a significant
difference between employees of different age
groups in the number of parameters used for
measurement ofhuman asset in their organization.

Null Hypothesis HO02: There is no significant
difference between employees having different
years of experience in the number of parameters
used for measurement of human asset in their

organization.

Alternative Hypothesis Ha2: There is a significant
difference between employees having different
years of experience in the number of parameters
used for measurement of human asset in their

organization.

Null Hypothesis HO03: There is no significant
difference between employees having different
educational qualifications in the number of
parameters used for measurement of human asset in
their organization.
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Alternative Hypothesis Ha3: There is a significant
difference between employees having different
educational qualifications in the number of
parameters used for measurement ofhuman asset in

their organization.

Null Hypothesis HO04: There is no significant
difference between employees from different service
industry in the number of parameters used for
measurement ofhuman assetin their organization.

Alternative Hypothesis Ha4: There is no significant
difference between employees from different service
industry in the number of parameters used for
measurementofhuman assetin their organization.

Research Methodology

For the purpose of the study, both primary and
secondary data sources of information have been
used.Published books,journals and periodicals, etc.,
along with manuals and reports of different
companies in India constituted the secondary
sources of data. Primary data is obtained using a
structured questionnaire.

From a list of 33 potential human asset related
measures as shown in Table 1 (Verma and Dewe,
20006), respondents were asked to identify those

measures that they are currently being used in their
organizations on a three point scale ranging as
mostly, moderately and least.

To meet out these objectives, the statistical treatment
ofthe data obtained was carried out from a sample of
150 employees working in the service sector
organizations namely Banking and Insurance,
Finance, Information Technology, and
Telecommunication.

The data have been analyzed with by using
Microsoft Excel and Predictive Analytic Software
(PASW). Statistical tools like Mean and Standard
Deviation, and ANOVA have been used to analyze
the data.

Reliability ofthe Questionnaire

In order to obtain a good estimate of the reliability of
a questionnaire, Cronbach's alpha is computed.
Cronbach's alpha computed as 0.896 shows high
consistency.

Analysisofthedata

Respondents were asked about the human resource
measures that were utilized by their organizations.
From a list of 33 measures, respondents were asked
to identify which ones were used by their
organizations. The measures included both

Table 1: List of Possible Human Asset Evaluation Measures

* Absenteeism rate * Healthcare cost per employee * Revenue per employee

* Accident frequency rate * HR costs/investment * Seniority

* Average age * HRratio * Tenure

¢ Client satisfaction surveys * Innovation * Time to fill jobs

» Competencies * Job satisfaction * Total shareholder return (TSR)
o Cost of people e Leadership * Training and educational costs
* Cost per hire * Learning * Training lost

o Cost-benefit analysis *  Organizational commitment * Turnover cost

* Economic value added (EVA) * Return on investment (ROI) o Turnover rate

* Educational level *  Return on investment in human capital * Value added per employee

* Experience * Return on training * Intellectual capital
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measures, which might predominantly be used by
the human resource function in an organization such
as job satisfaction and organizational commitment
and measures of wider interest such as economic
valueadded and intellectual capital.

As shown in the Table 2, 63.1% respondents have
agreed that experience as a human asset evaluation
measure was used mostly by their organizations. Of
the other measures, Client satisfaction surveys
(58.7%), Competencies (51%), Cost of people (46.7),
Cost per hire (40.9), Educational level (51%),
Seniority (49.7%), and Tenure (47%) are identified as
being used mostly as a human asset evaluation
measure by the organizations.

Accident frequency rate (45.3%), Average age (50%),
Cost-benefit analysis (41%), Economic value added
(EVA) (52.7%), HR costs/ investment (46%), HR ratio
(51%), Leadership (46%), Return on investment
(ROI) (51%), Return on training (51%), and Total
shareholder return (TSR) (54.4%) were identified as
being used moderately by the organizations.

More than 30% of the respondents have identified
HR costs/ investment (34%), HR ratio (34.7),
Innovation and Creativity Quotient (35.4%),
Learning Quotient (29.7%), Return on investment in
human capital (33.1%), Time to fill jobs (32%),
Training lost (46.7), and Intellectual capital (30.9) as
being leastused in their organizations.

Thus, thereisarange of measuresthatare least or not
used by many organizations or used moderately.
This supports the view that although Human Asset
Metrics/ Measurement is an area of interest and
importance in organizations, there are relatively few
measures actually calculated by organizations in
relation to the measurement ofhuman assets.

To test the null hypothesis HO1 that there is no
significant difference between employees of
different age groups in the number of parameters
used for measurement of human asset in their
organization, descriptive statistics, and ANOVA
havebeen performed as given in Tables 3 and 4.

Metrics for Human Assets: An Empirical Analysis of the Current Practice in
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S.No. | Human Asset Evaluation Measures Mostly (%) Moderately (%) Least (%)
16 Job satisfaction 39.3 353 25.4
17 Leadership 34 46 20
18 Learning Quotient 27 43.3 29.7
19 Organizational commitment 36.1 429 21
20 Return on investment (ROI) 30.6 51 18.4
21 Return on investment in human capital 20.9 46 33.1
22 Return on training 26 51 23
23 Revenue per employee 40.7 413 18
24 Seniority 49.7 33.6 16.7
25 Tenure 47 34.9 18.1
26 Time to fill jobs 26 42 32
27 Total shareholder retumn (TSR) 21.8 54.4 238
28 Training and educational costs 30.2 423 275
29 Training lost 15.3 38 46.7
30 Turnover cost 247 46.7 28.6
31 Turnover rate 28.9 51 20.1
32 Value added per employee 22 52 26
33 Intellectual capital 22.1 47 30.9
Table 3: Comparisons of Mean Scores of Employees having different Age Groups
in the number of Parameters used for Measurement of Human Asset in their Organization
Age Mean Standard deviation
Less than 25 years 2.0350 0.38478
25-35 years 1.8941 0.32889
36-45 years 1.9257 0.34109
More than 45 years 2.0350 0.39627
Table 4: Summary of Significant F-test of Employees having different Age Groups
in the number of Parameters used for Measurement of Human Asset in their Organization
Sum of Squares Mean Squares F Sig.
Between Groups 0.519 0.173 1.439 0.234
Within Groups 17.564 0.120
Total 18.084
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Table 2:Percentage of Employees Who Identified the Measures used for
Evaluating Human Asset by the Organizations

S.No. | Human Asset Evaluation Measures Mostly (%) Moderately (%) Least (%)
1 Absenteeism rate 38.7 413 20

2 Accident frequency rate 9.3 453 45.4

3 Average age 16 50 34

4 Client satisfaction surveys 58.7 253 16

5 Competencies 51 32.9 16.1

6 Cost of people 46.7 35.6 17.7

7 Cost per hire 40.9 37 22.1

8 Cost-benefit analysis 39 41 20

9 Economic value added (EVA) 27 52.7 20.3

10 Educational level 51 41.6 74

11 Experience 63.1 30.2 6.7

12 Healthcare cost per employee 22 413 36.7

13 HR costs/investment 20 46 34

14 HR ratio 14.3 51 34.7

15 Innovation and Creativity Quotient 233 413 35.4
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As shown in the Table 3, since '1' is for mostly used
and '3'is for least used parameters, employees ofage
less between 25 to 35 years perceives parameters
used more for measurement of human asset in their

Amity Business Review
Vol 15 No. 1, January - June, 2014

25

organization (M= 1.89, SD= 0.329) followed by
employees of age 36-45 years (M= 1.9257 , SD=
0.341).
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The next step is to conduct test of significant
differencesto evaluate thenullhypotheses.

It showsthat there is no significant difference among
the employees under different groups of age (F=
1.439,p>0.05).

Thus we accept the null hypothesis HO 1 that there is
no significant difference between employees of
different age groups in the number of parameters
used for measurement of human asset in their
organization.

To test the null hypothesis HO02 that there is no
significant difference between employees having
different years of experience in the number of
parameters used for measurement ofhuman asset in
their organization, descriptive statistics, and
ANOVA have been performed as given in Tables 5
and 6.

Table 5 shows that employees having experience of
2-5 years perceive parameters used more for
measurement of human asset in their organization
(M=1.811,SD=0.0.335).

Table 6 shows whether there is any significant
difference between the employees having different
years of experience. As shown in the Table 6, there is
a significant differences (F= 3.241, P< 0.05) among
employees having different years ofexperience.

Table 7showstheresults of Tukey's HSD Test.

Results of Tukey's HSD test (Table 7) shows that
there is a significant difference in the means of
employees having experience '2-5 years' and 'more
than 10years' (Mean Difference=-0.199).

Thus, we reject the null hypothesis HO2 and accept
the alternative that there is a significant difference
between employees having different years of
experience in the number of parameters used for
measurement ofhuman asset in their organization.

To test the null hypothesis HO3 that there is no
significant difference between employees having
different educational qualifications in the number of
parameters used for measurement of human asset in
their organization, descriptive statistics, and
ANOVA have been performed as given in Tables 8
and 9.

Table 5: Comparisons of Mean Scores of Employees having different Years of Work Experience
in the number of Parameters used for Measurement of Human Asset in their Organization

Age Mean Standard deviation
Less than 2years 2.028 0.397
2-5 years 1.811 0.335
6-10 years 1.942 0.315
More than 10 years 2.010 0.337

Table 6: Summary of Significant F-test of Employees having different Years of Work Experience
in the number of Parameters used for Measurement of Human Asset in their Organization

Sum of Squares Mean Squares F Sig.
Between Groups 1.129 0.376 3.241* 0.024
Within Groups 16.955 0.116
Total 18.084
* Significant at 0.05 level
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Table 7 Summary of Tukey's HSD (Honestly Significant Difference) Test of Employees
having different Years of Work Experience in the number of
Parameters used for Measurement of Human Asset in their Organization

Experience (1) Experience (J) Mean Difference (I-J) Standard Error Sig.
Less than 2 years 2-5 years 0.217 0.08648 0.062
6-10 years 0.086 0.08799 0.760
More than 10 years 0.018 0.08720 0.997
2-5 years Less than 2 years -0.217 0.08648 0.062
6-10 years -0.131 0.07445 0.297
More than 10 years -0.199* 0.07351 0.037
6-10 years Less than 2 years -0.086 0.08799 0.760
2-5 years 0.131 0.07445 0.297
More than 10 years -0.069 0.07529 0.798
More than 10 years Less than 2 years -0.018 0.08720 0.997
2-5 years 0.199* 0.07351 0.037
6-10 years 0.069 0.07529 0.798

*The mean difference is significant at the 0.05 level.

Table 8:Comparisons of Mean Scores of Employees having different Educational Qualifications
in the number of Parameters used for Measurement of Human Asset in their Organization

Educational Qualification Mean Standard deviation
Graduate 1.955 0.323
Post Graduate 1.965 0.393
Professional 1.871 0.304
Any Other 1.885 0.313

Table 9:Summary of significant F-test of Employees having different Educational Qualifications
in the number of Parameters used for Measurement of Human Asset in their Organization

Sum of Squares Mean Squares F Sig.
Between Groups 237 0.079 0.646 0.587
Within Groups 17.847 0.122
Total 18.084

Table 8 shows that employees having Professional
Qualifications perceive parameters used more for
measurement of human asset in their organization
(M=1.871,SD=10.304).

Table 9 shows whether there is any significant
difference between the employees having different
Educational Qualifications. As shown in the Table 9,
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there is no significant differences (F= 0.646, P >0.05)
among employees having different Educational
Qualifications.

Thus,we accept the null hypothesis HO3 that there is
no significant difference between employees having
different educational qualifications in the number of
parameters used for measurement ofhuman asset in
their organization.
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To test the null hypothesis HO04 that there is no
significant difference between employees from
different industries in service sector in the number of
parameters used for measurement ofhuman asset in
their organization, descriptive statistics, and
ANOVA have been performed as given in Tables 10
and 11.

Table 10 shows that employees from finance sector
perceive parameters used more for measurement of
human asset in their organization (M= 1.807, SD=
0.322) followed by IT sector (M=1.924,SD=0.281).

Table 11 shows whether there is any significant
difference between the employees from different
industries in service sector. As shown in the Table
above, there is no significant difference (F= 2.281,
P>0.05) among employees from different industries
in service sector.

Thus,weacceptthe null hypothesis H04 that there is
no significant difference between employees from
different industries in service sector in the number of
parameters used for measurement ofhuman asset in
their organization.

CONCLUSION AND RECOMMENDATIONS

The research study set out to explore current
practices in the area of measurement of human asset
focusing on identifying current measures being used
tomeasure human asset. On the basis ofthe results, it
was found that experience, Client satisfaction
surveys, Competencies, Cost of people, Cost per
hire, Educational level, Seniority, and Tenure were
identified as being used mostly as a human asset
evaluation measure by the organizations. More than
30% of the respondents identified HR
costs/ investment, HR ratio, Innovation and
Creativity Quotient, Learning Quotient, Return on
investment in human capital, Time to fill jobs,
Training lost, and Intellectual capital as being least
used by the organizations. Verma & Dewe (2006)
also found that a range of measures relating to
human resources were calculated but only seven
were used by more than 50% of respondents. These
were absenteeism, accident rates, training and
educational costs, turnover rate, cost of people, client
satisfaction surveys,and competencies.

Table 10: Comparisons of employees from different Industries in Service Sector in the number of
Parameters used for Measurement of Human Asset in their Organization

Service Sector Mean Standard deviation
Banking and Insurance 2.003 0.342
Finance 1.807 0.322
Information Technology 1.924 0.281
Telecommunication 1.991 0.450

Table 11: Summary of Significant F-test of Employees from different Industries in Service Sector
in the number of Parameters used for Measurement of Human Asset in their Organization

Sum of Squares Mean Squares F Sig.
Between Groups 0.810 0.270 2.281 0.082
Within Groups 17.274 0.118
Total 18.084
* Significant at 0.05 level
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It was also found that there is no significant
difference between employees having different age
groups, different educational qualification, and
from different industries in service sector in the
parameters used for measurement ofhuman asset in
their organization. Significant difference has been
found between the employees having different
experience. Since employees having experience of 10
years and more perceived that less number of
parameters were used for measurement, it is
recommended that management should design
roles for them so that they will have more
involvementin the measurement process.

It is apparent that the measurement of human asset
will never be as straight forward as calculating the
value of a tangible asset; there are simply too many
variables involved to make this practical. But, major
reason for using lessnumber of measures to evaluate
human asset is that there is no universally accepted
model for measurement of human asset. Experts
developed a number of models during last few
decades but none got credit of convenience and
objectivity. Therefore, there is a need to develop a
model that is acceptable to all the companies. The
Value of Human Asset for the Organisation should
be perceived in terms of the contributions made by
him/ her to the Organisation which is useful for
decision making (Singh & Gupta, 2008 & 2010).
Human Resource Valuation model based on the
Human Asset Accounting Information System
(HAAIS) should be used to give the information
abouthuman assetin the organisation (Singh, 2000).
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Capital Adequacy Growth in Banks:
An Indian Scenario
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Basel norms are synonymous with the best practices and
standards in banking regulation and supervision. In order
to strengthen the soundness and stability of banks, Basel
Committee on Banking Supervision (BCBS) came out
with a series of comprehensive and flexible documents in

theform of Basel I, Basel Il and Basel I11. The present paper
analyses the changes in Capital Adequacy Ratio of public
and private sector banks from 2001-2013 in the light of
Basel Capital adequacy requirements. Using Compound
Annual Growth rate it was found that most of public and
private sector banks have shown sign of growth of Capital
Adequacy ratio and all of them have crossed the minimum

CAR requirement of 9% stipulated by RBI. This paper
also attempts to study therole of Reserve Bank of India, in

implementation of Basel framework in Indian banking
Scenario.
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INTRODUCTION

With change in the financial landscape of world
economies due to rapidly evolving diverse markets
and introduction of sophisticated banking products,
regulators around the world have aroused concern
for protecting the stability and soundness of banks.
Basel Committee on Banking Supervision (BCBS)
took initiative to protect banks from failure with co-
operation of central banks of various countries and
released the First Capital Accord i.e. Basel Iin 1988.
Basel I guidelines stipulated a minimum regulatory
capital requirements of 8 % for banks. The main
purpose of the Capital Accord was to make
regulatory capital requirements more responsive to
credit risk associated with bank portfolio of assets
and off-balance sheet activities and to ensure that the
regulators utilize particular standards while
assessing capital adequacy (Hai et al.,, 2007 and
Mohanty, 2008). The first and incontestable
achievement of the initiative was that it created a
worldwide benchmark for banking regulation and
had become basis of inspiration for banking
regulators in more than 100 nations (Shin, 2003). But,
Basel I suffered from certain rigidities in the wake of
more volatile and risk sensitive financial
environment. So, BCBS came out with a superior,
comprehensive and more risk sensitive framework
on 26 June 2004 “International Convergence of
Capital Measurement and Capital Standards”,
commonly known as the New Basel Capital Accord
or “Basel Il (Bagchi, 2005). The main objective of
Basel II accord is to improve the effectiveness of
banking supervision and regulation through
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adoption of more risk-responsive and innovation-
supportive regulatory framework. The structure of
Basel II has its foundation on three mutually
reinforcing pillars namely Minimum Capital
Requirements (Pillar I), Supervisory review (Pillar
II) and Market Discipline (Pillar III). These three
pillars allow banks and bank supervisors to evaluate
properly the variousrisks that banks face and realign
regulatory capital more closely with underlying
risks (Prakash, 2008). Even though Basel II was
primarily intended to strengthen the soundness and
stability of banking system yet global financial crisis
revealed the inadequacy of Basel Il which provides
strong incentives to banks to underestimate credit
risk thus engage in risky lending practices (Cannata
and Quagliariello, 2009). To plug the loopholes in
capital rules on 16 December 2010, the Basel
Committee on Banking Supervision (Basel
Committee) had published the Basel Il rules with an
objective to reduce the probability and severity of
future crisis. Mr Nout Wellink, Chairman of the
Basel Committee on Banking Supervision and
President of the Netherlands Bank, described the
Basel III Framework as “a landmark achievement
that will help to protect financial stability and
promote sustainable economic growth. The higher
levels of capital, combined with a global liquidity
framework, will significantly reduce the probability
and severity of banking crises in the future” (Bank
for International Settlements,2010).

REVIEW OF LITERATURE

Raghavan (2004) discussed the framework of Basel I
capital accord with special focus on international
banking scenario. The study emphasized the radical
change in approaches for calculating various
categories of risks under Basel II. It further
investigated CAR (Capital Adequacy Ratio) of
public sector banks under Basel I for the period of
five years from 1998-2003 and found improvement
in CAR of many banks while decline in case of some
banks. Nikolov (2004) attempted to analyze the
results of the survey conducted by New York State
Banking Department in 2004 on Basel II
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implementation. The survey aimed at describing the
capital adequacy policies to be implemented by
parent institutions of foreign agencies and branches
in accordance with guidelines set forth by BIS.
Sarma and Nikaido (2007) presented an analytical
review ofcapitaladequacy regime in India in context
of Basel I. It focused on state of capital adequacy of
Indian banks during 1996-2006 and found
satisfactory position of banks in India in terms of
CAR. Hai et al. (2007) investigated the issues,
challenges and implications of Basel II
implementation for the developing economies with
prime focus on Pakistan. The study indicated that,
especially for developing economies striking a right
balance between regulation, supervision and market
discipline is a difficult task. Sharma (2009) analyzed
CAR of 10 banks as per Basel I and Basel II for the
financial year ending 2009. The study used Simple
average and the change in CAR during FY 2008-09
for a comparative Study. It was found that average
CAR of the analyzed banks as per Basel Il norms
improved from 12.35 per cent for the year ended
March 2008 to 13.48 per cent in FY '09. The results
suggested that with remarkable performance during
the crisis period, Indian banking sector has proved to
be based on prudent lending practices and sound
fundamentals. Singh and Vyas (2009) studied the
status of capital requirements in India. The results
suggested significant difference in mean CAR of SBI
and its associates, private banks and foreign banks
with nationalized banks i.e. benchmark group
during the period of study. Davis (2010) outlined
flaws in capital requirements and difficulty in its
implementation with special reference to global
financial crisis. The study also highlighted merits of
various proposals which have been made for
changes to bank capital regulation. Pasha et al (2012)
studied the conceptual framework of Basel Il accord
and its impact on CAR. The study examined the
trends in CAR values for selected public, private and
foreign banks operating in India for the period of
2007-2011.The analysisrevealed that capitalremains
ausefulregulatory toolin the hands ofpolicy makers
forinfluencing bank's behavior.
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The above studies highlighted the importance of
capital adequacy in maintaining soundness of a
banking industry and proper implementation of
Basel norms. These studies have examined the
capital adequacy position for selected categories of
banks and that too for a shorter time frame. The
prime focus of the present study is to provide the
comprehensive overview of the state of banks'
capital adequacy position considering not only their
average CAR but analyzing their actual growth by
using Compound annual growth rate for the period
0f2001-2013.

OBJECTIVES OF THE STUDY

1. To analyze the changes in Capital Adequacy
Ratio of public and private sector banks in India
in context of Basel Capital adequacy
requirements.

2. To throw light on role of RBI in implementation
of Baselnormsin Indian banks.

DATA BASE AND RESEARCH
METHODOLOGY

Theuniverse of study consists ofall public sector and
private sector banks operating in India. For the data
collection secondary sources have been used
namely, Annual Reports of sampled banks,
publications of Reserve Bank of India like, Annual
Report(s) of Reserve Bank, and Basel committee
publications. The study covers period from 2001 to
2013. Compound Annual Growth Rate (CAGR) has
been calculated to analyze the data.

ROLE OF RESERVE BANK OF INDIA IN
BASEL NORMS IMPLEMENTATION

International capital adequacy norms known as
Basel norms were introduced in India in response to
RBI (Reserve Bank of India) approach of gradual
convergence with international standards and best
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practices. The Narsimahan committee on financial
system endorsed the internationally accepted norms
for capital adequacy standards, developed by BCBS
and thereby India adopted Basel I norms for
scheduled commercial banks in April 1992, and
market risk amendment of Basel I in 1996. (Sarma
and Nikaido,2007).

Considering the 'One-size fits all'approach of Basel I,
Basel Committee on Banking Supervision came out
with more risk sensitive and comprehensive
framework Basel II to replace the existing Accord.
Thus, Basel II was adopted by India keeping into
view size, complexity of operations and relevance to
financial sector. The Reserve bank directed that
Indian banks having foreign branches and foreign
banks operating in India should migrate to Basel II
norms from March 31,2008 and all other commercial
banks, excluding local area banks and regional rural
banks, were required by RBI to adopt Basel Il norms
notlater than March 31, 2009.

As of April 2009, all commercial banks in India had
migrated to simpler approaches available under
Basel Il framework in two stages. After development
of adequate skills, both in banks and at supervisory
levels, RBI allowed the banks to migrate to the
Internal Ratings Based (IRB) Approach (Annual
Report, Reserve Bank ofIndia, 2009-10). The Reserve
Bank of India (RBI) has already proposed timelines
as shown in Table 1 for banks to migrate to advanced
risk norms under Basel II, which entails improved
standards for banks worldwide for assessing risks.
RBI has directed the banks to apply to the central
bank (RBI) for migrating to these norms earliest by
April 1,2012, for which banks may receive approvals
by March 31,2014 (The Statesman, 2011).

As a move towards upgrading and enhancing risk
management practice in banks, RBI has issued
several guidance notes and set up various advisory
groups keeping in view banks' own requirements
dictated by the size and complexity of business, risk
philosophy, market risk perception and expected
level ofcapital. (Annual Report, RBI,2002-03).

a AMITY

BUSINESS SCHOOL



Capital Adequacy Growth in Banks:

An Indian Scenario

Table 1: Time frame for Implementation of Advanced Approaches in India

Approach

Earliest Date of submitting
Applications to Reserve Bank

Likely Date of Approval by
Reserve Bank

An Indian Scenario

Capital Adequacy Growth in Banks:

(foundation as well as advanced IRB).

Internal Model Approach (IMA) for Market Risk April 1,2010 March 31,2011
The Standardized Approach(TSA) for Operational Risk April 1,2010 September 30,2010
Advanced Measurement Approach(AMA) for Operational Risk April 1,2012 March 31,2014
Internal Rating Based (IRB) Approach for Credit Risk April 1,2012 March 31,2014

Source: Annual Report RBI, 2009

In the wake of financial turmoil facing the world
economy, BCBS introduced more sophisticated
version of Basel norms known as Basel III.
The proposed changes have begun to be
implemented in India in phases starting from
January 2013 till January 2015. The creation of
conservation buffer can be taken up by banks during
the January 2016 2019 period (ICRA, 2010). RBI had
proposed that Indian banks should maintain the Tier
I capital at a minimum 7% of risk-weighted assets
under the new Basel IIl norms on bank regulation,
higher than the 6% suggested by Bank of
International Settlement's Committee on Banking
Supervision (BCBS). There are no apprehensions
that implementation of Basel norms in proper sense
will make the Indian banking system more resilient
and improve the risk management of banking
industry asawhole.

GROWTH OF CAPITAL ADEQUACY AND
BANKS IN INDIA

“Capital adequacy has traditionally been regarded
as a sign of strength of the financial system in India.
In terms of section 17 of Banking Regulation Act,
1949, every banking company incorporated in India
is required to create a reserve fund as has been
advised to transfer a sum equivalent to not less than
25 percent of'its disclosed profits to the reserve fund
every year” (Das and Ghosh,2004).

Under Basel norms Capital Adequacy has assumed
the prime importance and it has become sign of
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soundness of banking system. As per Basel Accord
every bank is required to maintain 8% of Capital
Adequacy ratio (Ratio of capital (Tier [ and Tier II) to
Risk Weighted Assets) breach of which attracts
regulatory action against bank. In India, RBI had
stated that minimum Capital Adequacy Ratio
requirement should be 9% which is 1% higher than
Basel requirement and Tier I capital of banks should
be at least 6 per cent. Banks below this level were
required to achieve this ratio on or before March 31,
2010 at both solo and consolidated level. Further, the
Government of India has stated that public sector
banks must have a capital cushion with a CAR of at
least 12%, higher than the threshold of 9% by RBI
(AnnualReport, RBI, 2005-06, and 2006-07).

Table 2 depicts the Compound Annual Growth Rate
of Capital Adequacy Ratio of public and private
sector banks in India during a period of 13 years i.e.
from 2001 to 2013.

PrivateSector Banks

As depicted from Table 2, in most of the private
sector banks, Capital Adequacy Ratio (CAR) has
been constantly increasing during these thirteen
years. Among private sector banks, Ratnakar bank is
having highest and significant CAGR i.e. 10%.
Second to it comes ICICI Bank (5.9%) followed by
Federal Bank (5.12%), Axis Bank (3.9%) and HDFC
Bank (3.7%). Since the implementation of Basel II all
the private sector banks are well above the
regulatory minimum of 9%, in 2011, 2012 as well as
in 2013 and all of them have reached double digit
CAR,acommendable achievement.

Amity Business Review
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Table 2: Growth of Capital Adequacy Ratio of Public and Private Sector Banks in India from 2001-2013
Banks | CAR _, 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 CAGR  T-Test
PRIVATE SECTOR BANKS
AXIS BANK LIMITED 9 10.65 10.9 1121 1266 11.08 1157 1399 13.69 158 1265 1366 17 3.977048 5.870*
CATHOLIC SYRIAN BANKLTD 6.08 957 1058 1123 11.35 1126 9.58 1121 1229 1082 1122 11.08 1229 2942459 2.612*
CITY UNION BANK LIMITED 1359 1397 1395 1336 1218 1233 1258 1248 1269 1346 1275 1257 13.98 -0.29955 -0.868
DEVELOPMENT CREDIT 11.28 1149 10.08 1426 9.88 9.66 11.34 1338 133 1485 1325 1541 1361 2634095 2749
BANK LTD.
DHANALAKSHMI BANK LTD. 969 1123 1045 1356 10.16 9.75 9.77 9.21 1538 1299 118 949 11.06 0.601804 .494*
FEDERAL BANK LTD 1029 1063 1123 1148 1127 1375 1343 2246 2022 1836 16.79 16.64 1473 512711 3.775*
HDFC BANK LTD. 11.09 1393 1112 1166 1216 1141 13.08 136 1569 1744 1622 1652 16.80 3.769302 5.355"
ICICI BANK LIMITED 1157 1144 114 10.36 11.78 1335 11.69 1396 1553 1941 1954 196 19.69 59715 7.443¢
ING Vysya Bank 12.05 1157 9.81 11.05 9.09 1067 1056 102 1165 1491 1294 14 13.24 2.224378 2.410*
INDUSIND BANK LTD 15 1251 1213 1275 1162 1054 1254 1191 1255 1533 1589 13.85 15.36 1.409846 1.594
JAMMU & KASHMIR BANK LTD. 17.44 1546 1648 16.88 1515 1352 1324 128 1448 1589 1372 1336 12.83 -1.98013 -3.426
KARNATAKA BANK LTD 11.37 1296 1344 13.03 1416 11.78 11.03 1217 1348 1237 13.33 1284 1322 0.30045 0.596
KARUR VYSYA BANK LTD 1556 169 1701 1711 16.07 1479 1451 1258 1492 1449 1441 1433 1441 -1.48881 3.039*
KOTAK MAHINDRA BANK LTD. 3047 2597 1525 128 1127 1346 1865 20.01 1928 19.92 17.92 17.02 -1.29159 -0.538
LAKSHMI VILAS BANK LTD 1021 1154 1135 1379 1132 1079 1243 1273 1029 1482 1319 131 12.31  1.409846 1.817
NAINITAL BANK LTD 1581 1488 2093 1854 1485 13.88 1289 1232 131 15.68 16.35 15.09 1443 -1.29159 -1.213
RATNAKAR BANK LTD. 10 136 1405 16.65 12.03 10.77 3434 4915 423 3407 5641 232 1711 10.18604 2.634*
SOUTH INDIAN BANK LTD. 1117 1126 1075 1132 989 13.02 11.08 138 1476 1539 1401 14 13.91 2.942459 4.207*
TAMILNAD MERCANTILE 1759 18.02 1854 21.07 1974 1833 1677 1535 16.1 1554 1513 14.69 15.01 -2.37143 -4.402*
BANK LTD
YES BANK LIMITED 1891 164 13.6 136 166 2006 16.5 17.94 183 1.511306 0.854
PUBLIC SECTOR BANKS 105 1062 1115 1254 1253 1337 1252 1199 1311 1362 1296 1283 11.03 1.106072 1.916
ALLAHABAD BANK
ANDHRA BANK 134 1259 1362 1371 1211 14 1133 1161 1322 1393 1438 1318 1176 -0.1998 -0.272
BANK OF BARODA 128 1132 1265 1391 1261 1365 118 12.94 1405 1436 1452 1467 13.30 1.308487 2.663*
BANK OF INDIA 1237 1068 12.02 13.01 1152 10.75 1175 1204 13.01 1294 1217 1203 11.02 0.2002 0.309
BANK OF MAHARASHTRA 10.64 11.16 1205 11.88 1268 1127 1206 10.85 1205 1278 1335 1243 1259 1.106072 2.761*
CANARA BANK 984 1188 125 1266 1278 1122 135 1325 141 1343 1538 13.76 1240 1918165 3.011*
CENTRAL BANK OF INDIA 10.02 958 1051 1243 1215 113 104 939 1312 1223 1164 124 1149 1.308487 1.829
CORPORATION BANK 133 179 185 2012 1623 1392 1276 1209 13.61 1537 1411 13 12.33 -2.37143 -2.334*
DENA BANK 773 764 602 948 1191 1062 1152 11.09 1207 1277 1341 1151 11.03 4.707441 3.866*
IDBI BANK LIMITED 1172 959  9.56 10.38 1551 148 1373 1195 1148 1131 1364 147 1323 2020134 1.867
INDIAN BANK -0.09 17 10.85 12.82 14.14 1319 1414 1303 1327 1271 1356 1347 13.08 8.871707 1.896*
INDIAN OVERSEAS BANK 1024 1082 113 1249 142 1304 1327 1193 132 1478 1455 1332 1185 1.816298 2.507*
ORIENTAL BANK OF 1217 1099 14.04 1447 9.21 11.04 1251 1212 1298 1254 1423 1269 12.04 0.601804 0.627
COMMERCE
PUNJAB AND SIND BANK 1142 107 1043 11.06 946 1283 12.88 1157 1435 13.1 12.94 1326 1291 2122205 3.276*
PUNJAB NATIONAL BANK 1024 107 1202 131 1478 1195 1229 1346 1403 1416 1242 1312 13.16 1.612869 2.393"
SYNDICATE BANK 1172 1212 11.03 1149 107 1173 1174 1182 1268 127 13.04 1224 1259 1.005017 2.981*
I e e 014 FIAMITY
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Table 2: Growth of Capital Adequacy Ratio of Public and Private Sector Banks in India from 2001-2013

Banks | CAR . 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 CAGR  T-Test
PRIVATE SECTOR BANKS

UCO BANK 9.05 964 1004 1188 1126 1112 1156 11.02 1193 1321 1371 1235 1415 3.14855 6.945"
UNION BANK OF INDIA 1086 11.07 1241 1232 1209 1141 128 117 1327 1251 1295 1185 1145 0.601804 1.349

UNITED BANK OF INDIA 104 1202 1517 17.04 1816 1312 1202 1124 1328 128 13.05 1269 11.66 -0.69756 -0.581

VIJAYA BANK 115 1225 1266 1411 1292 1194 1121 1122 1315 125 13.88 13.06 11.32 0.10005 0.185

STATE BANK OF INDIA 1279 1335 135 1353 1245 118 1234 1264 1425 1339 1198 1368 1292 0 0.987

STATE BANK OF 1239 1226 13.08 1293 126 1208 1289 1251 1442 133 1168 1376 1216 02002  0.503

BIKANER AND JAIPUR

STATE BANK OF HYDERABAD 1228 1367 1491 1429 11.74 12,08

1251 1153 1153 149 1425 1356 1236 0 -0.103

STATE BANK OF MYSORE 11.16 1181 1162 1153 1208 11.37

1147 1173 1338 1242 1376 1255 11.79 1.005017 2.489*

STATE BANK OF PATIALA 1237 1255 1357 1356 1421 13.67

12.38 1356 126 1326 1341 123 1112 -05982 -1.281*

STATE BANK OF TRAVANCORE 11.79 1254 113 1136 11.05 11.15

1168 1353 14.03 13.74 1254 1355 11.70 1.106072 1.881

Source: CAR: from RBI website and Annual reports of Banks, CAGR : Own Calculations
Note: * indicate Significant at 5% level

However, growth of CAR of other private sector
banks like, IndusInd Bank, Karnataka Bank and Yes
Bank and Lakshmi Vilas Bank has been found to
increase insignificantly since last thirteen years.

In case of some other private sector banks like City
Union Bank, Jaimmu Kashmir Bank, Kotak Mahindra
Bank and Nainital Bank, CAGR of CAR has been
declining insignificantly while significant decrease
was found in case of Karur Vysya Bank and
Tamilnad Mercantile Bank.

Public Sector Banks

As far as Public sector Banks are concerned, the
CAGR of CAR has been low in case of most of the
banks. Only a few banks have been found to be with
positive and significant growth. Indian Bank is
having the highest growth during 2001-13 i.e.8%
followed by Dena bank (4.7%), UCO Bank (3.14%),
Punjab and Sind Bank (2.12%), Bank of Maharashtra
(1.10%), Canara Bank (1.9%) and Indian Overseas
bank (1.8%).

However positive though insignificant growth has
been found in some of the banks i.e., Allahabad
Bank, Bank of India, Central Bank of India, Vijaya
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Bank and Oriental Bank of Commerce and State
Bank and its Associates except State Bank of Mysore
which is found to have significant growth in CAR.
Andhra Bank, Corporation Bank, State Bank of
Patiala and United Bank of India are found to have
negative growth.

Hence, in comparison to Public sector banks, Private
sector Banks are having overall highest growth rate
of CAR. Moreover, the number of banks with
positive and significant overall growth rate in CAR
is higher in case of private sector banks as compared
tothe publicsector banks.

As far as Public sector Banks are concerned, all of
them have crossed the threshold level of 9% CAR.
Banks like Allahabad bank, Andhra Bank, Bank of
India, State Bank of Travancore of India were above
minimum CAR of 12% in 2012 but decline in CRAR
ofthese banks below 12% was witnessed in 2013 and
many ofpublicsector banks are justabove minimum
CAR of 12%. To meet the regulatory requirement,
recapitalization packages have been announced by
Government ofIndia from time to time. Government
infused about Rs 20117 cr in public sector banks in
the fiscal 2010-11 and Rs 12000 cr in the year 2011-12.

Amity Business Review
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In the year 2012-13 public sector commercial banks
were provided recapitalization funds to the tune of
Rs 12500 cr to meet the Basel requirements
(www .financialexpress.com). In the Union budget
2013-14 Finance Minister has set aside Rs 14000 cr
towards recapitalization of state-run banks to
improve their capital adequacy positions
(budget.business-standard.com). Hence, overall
position of Indian commercial banks as regards
capital adequacy is satisfactory as per Basel II
framework as all public and private sector banks are
well above the minimum capital adequacy ratio as
required by RBI. Banks in India are also preparing to
implement and meet the capital requirements under
Basel III.

CONCLUSION

Implementation of Basel Norms provides an
opportunity to make global financial system more
secure and stable. Basel Committee has taken several
initiatives to upgrade the capital adequacy and risk
management framework by issuing series of
documents from Basel I to Basel III in the wake of
changing global scenario. In India, RBI has also
endorsed the Basel framework and its superior
versions to achieve harmonization and make
Indian banking system more stable. It has issued
several guidelines to banks for achieving proper
implementation and has given several
recapitalization packages from time to time
to help the banks to meet higher level of capital
adequacy. Many banks running short of minimum
capital requirement have also been issued capital by
government to meet the required Capital Adequacy
ratio. Over the period of time, most of the public
and private sector banks have shown sign of growth
of Capital Adequacy ratio and all of them have
crossed the minimum CAR requirement of 9%
stipulated by RBI under Basel II. Banks are also
preparing themselves to implement Basel III in
proper sense to make them more resilient towards
economicshocks.
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The Examination of Contemporaneous
Relationship between Intraday Return, Yolume
and Volatility Measures i Indian Equity Market
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This paper examines the contemporaneous relationship
between intraday returns, volume and volatility
dynamics, by using 1 minute intraday data of 35
composite stocks of S&P CNX Nifty index, during the
period from April 2010 to March 2011. The empirical
analysis for majority of the stocks under study depicts no
contemporaneous relationship between the intraday
return-volume and intraday volume-volatility
associations. The present paper thus concludes that for
majority of stocks listed on the index, neither the intraday
return-volume measures, nor the intraday volume-
volatility parameters, can beused in predicting each other.

Keywords: High Frequency Data, Stock Return, Trading
Volume, Return Volatility, S&P CNX Nifty index
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INTRODUCTION

The efficiency of equity market is principal
prerequisite for the development of any economy.
Understanding the efficiency has been on the target
of investors and speculators for a long time. It has
also been accredited time and again, that return and
volume are two major pillars around which the stock
marketrevolves. Whilereturns are interpreted as the
evaluation of the new information, volume is an
indicator to which the investors disagree about this
information (Mahajan and Singh, 2009). Reviewing
the combined dynamics of stock prices and trading
volume is essential to improve the understanding of
the microstructure of stock markets (Mestal et al.,
2003). Return-volume associations are of mutual
interest as they may excavate reliance that can form
the basis of lucrative trading strategies, and this has
implications for market efficiency (Chen, Firth and
Yu,2004).

Hussain (2011) supports the mixture of distribution
hypothesis (MDH) and sequential information
arrival hypothesis (SIAH) to be the two academic
elucidations for the perceived return, volume and
volatility associations of stocks. The SIAH assumes
that traders receive new information in a
chronological, random fashion. From an opening
position of steadiness where all traders possess the
same set of information, new evidence reaches in the
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market and traders revise their expectations as a
result. But, traders do not obtain the information
indicators simultaneously. Responses of different
traders to information are parts of a series of half-
finished equilibrium. Once all traders have reacted
to the information signal only then a final

equilibrium isreached.

On the other hand, MDH implies a substitute
volume and volatility connection, in which the
relation is critically dependent upon the rate of
information flow into the market. MDH assumes
that the combined dissemination of volume and
volatility is bivariate normal, conditional upon the
arrival of information. It implies that all the traders
concurrently receive the new price signals. As such,
the shift to a new evenness is instantaneous and
there will be no midway partial evenness. This is
contrary to the SIAH, which assumes that there is
intermediate equilibrium on the road to the final
equilibrium. Thus, under the MDH, there should be
no information content in past volatility data that
can be used to forecast volume (or vice versa) since
these variables contemporaneously change in

responsetothearrivalofnew information.

The contemporaneous relationship between return
and volume holds significance, as it discloses
information about symmetry/ asymmetry oftrading
volume in market. To observe this aspect of trading
volume in Indian market, the present study
examines the contemporaneous correlation between
intraday return and volume based minute by minute
data for the 35 composite stocks of S&P CNX Nifty
index.

Thereafter this paper delves into the contemporary
relationship between trading volume and its impact
on volatility of financial assets. Karpoff (1987)
seminal paper summarizes the importance of this
research area by presenting the following
arguments. First, the theory of the stock returns

volatilityvolume relationship provides insight into
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the structure of financial markets. It predicts that this
relationship depends upon the rate of information
flow to the market, information dissemination,
market size, and the existence of short sale
constraints. Second, the stock returns
volatilityvolume relationship has important
implications for event studies thatuse a combination
ofprice and volume data. Third, this relationship has
importantimplications for the empirical distribution
ofspeculative assets (Alsubaie, 2008).

In addition, the intraday return, volume and
volatility relationship sheds light on the efficiency of
stock markets. Despite the obvious importance of
return-volatilityvolume relationship, there is a
paucity of research on this topic with studies based
on intraday analysis (see table 2 and 4). This paper
attempts to fill this gap by investigating intraday
return-volatilityvolume relationship, based minute
by minute data of S&P CNX Nifty index, The
findings of this paper can aid investors to
understand the dynamics of the Indian equity
market, which are extremely imperative for
investors in determining the allure of market

restrictions.

REVIEW OF LITERATURE

Voluminous literature is available (see Table 1
and Table 3) with respect to studies which have
reported the evidence (or the lack thereof) of
contemporaneous relationship between return,
volume and volatility with low frequency data
(daily, weekly, monthly). The intraday based
analysis (minute, hourly) is a relatively new
phenomenon in the stock market. There is a
dearth of literature (see Table 2 and Table 4) with
respect to high frequency based studies, particularly
in the Indian context, to the best of our knowledge.
This study thus aims to plug this literature gap
by empirically examining the contemporaneous
relationship between intraday return, volume and

volatility measures ofthe Indian equity market.
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APPENDIX
Table 1 Contemporaneous Relationship between Return and Volume
SrNo | Author Yearof | Time Sample Size / Database Sample Findings
Study Interval Period
1. Granger and Morgenstern | 1963 Weekly Sec Composite Index And Total NYSE Volume 1939-1961 Negative
Correlation
2. Godfrey et al., 1964 Weekly Stock Market Aggregate And 3 Common Stocks 1959-1962 Negative
And Daily 1951-1953 | Correlation
3. Epps and Epps 1976 Transactions | 20 Common Stocks Jan 1971 Positive
Correlation
4, Epps 1977 Daily 20 Common Stocks Jan 1971 Positive
Correlation
5. Rogalski 1978 Monthly 10 Common Stocks And 10 Associated Warrants 1968-1973 Positive
Correlation
6. Hanna 1978 Transactions | 20 NYSE Bonds 1971 Positive
Correlation
7. Tauchen and Pitts 1983 Daily T-Bill Futures Contracts 1976-1979 Positive
Correlation
8. Cornisky et al., 1984 Yearly 211 Common Stocks 1976-1979 Positive
Correlation
9. Richardson 1987 Weekly 106 Common Stocks 1973-1982 Positive
Correlation
10. Chordia et al., 2001 Daily S&P500 (ISSM) and the NYSE (TAQ) 1993-1998 Negative
Correlation
11. Ciner 2002 Daily NASDAQ 1990-2002 Negative
Correlation
12. Mestel et al., 2003 Daily And 25 Individual Stocks (Turkish Stock Market) 2000-2003 Negative
Weekly Correlation
13. Gurgul et al., 2005 Daily WIG20 1995-2005 Negative
Correlation
14, Mahajan and Singh 2007 Daily NIFTY INDEX 2001-2006 Positive
Correlation
15. Sabri 2008 Daily Nifty 50 Companies 1994-2006 Positive
Correlation
16. Balios 2008 Daily NYSE Stocks 2002-2005 Negative
Correlation
17. Mahajan and Singh 2008 Monthly Arab Monetary Fund Database 2001-2006 Positive
Correlation
18. Al-Jafari and Tliti 2013 Daily Nifty Index 2006-2011 Positive
Correlation
Where: NYSE = New York Stock Exchange, ISSM = Integrated Surgical Systems, TAQ = Trade and Quote Database, NASDAQ = National Association of Securities Dealers
Automated Quotations, WIG 20 = The 20 most liquid companies quoted on the primary market of the Warsaw Stock Exchange.
Source: Compiled from Various Studies
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Table 2 Contemporaneous Relationship between Intraday Return and Volume

Sr No | Author Year of | Time Sample Size / Database Sample Findings
Study Interval Period
1 Crouch 1970 Hourly and Stock Market Aggregates, 3 Common Stocks 1966-1968 Positive
Daily Correlation
2 Wood et al., 1985 Minutes 946 Common Stocks 1138 Common Stocks 1971-72 and | Negative
1982 Correlation
3 Jain And Joh 1988 Hourly NYSE 1979-1983 Positive
Correlation
4 Chung And Joo 2005 2 minute KRW/USD Spot Foreign Exchange Market 2001-2002 Positive
interval Correlation
5 Gwilym et al., 2010 5 minute FTSE-100, Short Sterling and Long Gilt Positive
interval LIFFE futures Correlation
6 Hussain 2011 5 minute DAX 30 2004-2005. Positive
interval Correlation

Source: Compiled from Various Studies

Where: NYSE= New York Stock Exchange, KRW/USD Korean Won/Us Dollart, DAX 30-= Deutscher Aktien Index, FTSE-100- Co Owned By London Stock Exchange And The
Financial Times.

Table 3 Contemporaneous Relationship between Volume and Volatility

SrNo | Author Yearof | Time Sample Size / Database Sample Findings
Study Interval Period

1 Ying 1966 Daily Stock Market Aggregates 1957-1962 Positive Correlation
2 Epps 1976 Transactions | 20 Common Stocks Jan, 1971 Positive Correlation
3 Bessembinder and Seguin | 1993 Daily 8 Futures Contracts 1982-1990 Positive Correlation
4 Jones et al., 1994 Daily NASDAQ 1986-1991 Positive Correlation
5 Kocagil and Shachmurove | 1998 Daily 16 Major U.S. Futures Contracts 1995-1998 Negative Correlation
6 Daigler and Wiley 1999 Daily LDB 1986-1988 Positive Correlation
7 Lee and Rui 2000 Daily SHSE, SZSE 1990-1997 Positive Correlation
8 Chan And Fong 2000 Daily New York Stock Exchange, NASDAQ 1993 Positive Correlation
9 Chenetal, 2001 Daily New York, Tokyo, London, Paris, N.A Positive Correlation

Toronto, Milan, Zurich, Amsterdam

and Hong Kong
10 Mestal et al., 2003 Daily 31 Common Stocks in ASM 2000-2003 Negative Correlation
11 Gurgul et al., 2005 Daily 20 most liquid companies of WSE 1995-2005 Positive Correlation
12 Otavio and Bernardus 2006 Daily BOVESPA 2000-2005 Negative Correlation
13 Long 2007 Daily CBOE 1983-1985 Positive Correlation
14 Mahajan and Singh 2008a Daily Sensex 1996-2007 Positive Correlation

Where: KLSE= Kuala Lumpur Stock Exchange, LDB= Liquidity Data Bank NYSE= New York Stock Exchange CBOE= Chicago Board of Option Exchange, WSE= The Warsaw
Stock Exchange, CBOE = Chicago Board Of Option Exchange, BOVESPA = Brazilian Stock Index, SENSEX = Sensitive Index, SHSE = Shanghai Stock Exchange ,
SZSE = The Shenzhen Stock Exchange, ASM = Austrian Stock Market, NASDAQ = National Association of Securities Dealers Automated Quotations,

Source: Compiled from Various Studies.
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Table 4 Contemporaneous Relationship between Intraday Volume and Volatility
SrNo | Author Year Country SAMPLE Sample Size/ Time Interval Findings
PERIOD Database

1 Jain and Joh 1986 India 1979-83 Stock Market Aggregates Hourly Positive Correlation
2 Darrat Et Al 2003 USA 1998 30 Stocks of DJIA 5 minute interval | Negative Correlation
3 Celik 2013 Istanbul 2005-2010 30 index data/ISE 5 minute interval | Positive Correlation
4 Darrat et al., 2002 USA 2002 NYSE 1 minute interval | Positive Correlation
5 Worthington and Higgs | 2003 Australia 2002- 2003 | S&P/ASX 50 index 5 minute interval | Positive Correlation
6. Fuertes 2009 UK 1997-2003 14 largely trades stocks of | 5 minute interval | Positive Correlation

S&P 500 on NYSE and

NASDAQ

Empirical endeavors with low frequency data into
the contemporaneous relationship between return
and volume measures can be traced back to Osborne
(1959). He made an early attempt to study the price
volume relationship, in which he demonstrated that
variance of change in stock price is governed by the
volume of transactions. Granger and Morgenstern
(1963) analyzed SEC composite index and NYSE
volume, and concluded no association between
volume and its subsequent prices. Thereafter, Ying
(1966) studied S&P 500 index return and total
volume of NYSE for the period 1957-1962 and
established the stock price and volume to be
positively correlated with each other.

In the year 1975, Epps established a concept that in
bull market, the proportion of volume to price
change on individual transactions should be more
than in the bear market. Further in 1977 he examined
the rationality for stock returns, under the influence
of transaction costs and concluded that the
relationship between stock returns and volume
remained positive over a period of days. Further on
Rogalski (1978) tested the connection between
volume and returns and became responsible for
maintaining to the assumption that a variation in
stock price change and its subsequent volume, are
positively interrelated for the individual stocks
under examination. Tauchen and Pitts (1983)
claimed the improbability that changes in stock price
are likely to increase with growing volume of
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transactions. In fact they were of the opinion that an
increase in number of market participants would act
as a smoothening agent to market price fluctuations
and hazards.

Additionally, Comiskey et al., (1984) using yearly
data on 211 Common Stock for a period 1976-1979
found the stock prices to be positively correlated to
its volume measures. As per Grammatikos and
Saunders (1986), the resulting positive correlation
between its stock returns and volume could be
attributed to the combined reliance on a conjoint
guiding event or occurrence. Thereafter, Hasbrouch
(1991 and 1996) and O'Hara (1995) in their respective
studies found that prices (returns) are affected by the
four variables, namely, volume, trade,
characteristics of the market and the bid ask spread
atmosphere ofthe stock market.

More recently, the endeavors of Chen et al., (2001)
explored the price-volume relationship in nine
major stock markets, namely, U.S., Japan, U.K.,
France, Canada, Italy, Switzerland, Netherlands and
Hong Kong. Their outcomes showed momentous
positive association between trading volume and
returns. Pathirawasam (2008) directed a study using
stock volume and returns from Colombo Stock
Exchange (CSE) and revealed that stock returns are
positively related to the contemporary change in
trading volume. Further, he established that past
trading volume alteration is deleteriously connected
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to stock returns. Depositor misspecification
regarding the upcoming remunerations or
illiquidity oflow volume stocks can be the reason for
the negative relationship between trading volume
and stock returns. Khan and Rizwan (2008) had
conducted the same study before using the data of
KSE 100 index for the period 2001-2007 and deduced
a positive contemporaneous relationship between
thetrading volume and returns.

Mahajan and Singh (2009) explicate that the price
volume relationship depends on the rates of
information flow, the diffusion of information into
the market, the extent to which markets convey
information, the size of the market and level of
market efficiency. Trading volume alone is thought
toreflect information about the changes in investors'
expectations. Similar results were found by Alsubie
and Najand (2009) who tested the effect of trading
volume on the persistence of the conditional
volatility of returns in the Saudi stock market. All in
all, their consequences maintained the conformance
to mixture of distribution hypothesis atthe company
level.

Tripathy (2011) had investigated the dynamic
contemporaneous relationship between stock return
and trading volume of Indian stock Market and
found positive correlation between them.
Thereafter, a research of 98 companies listed in
Karachi Stock Exchange (KSE) of Pakistan by
Rehman et al., (2012) revealed a strong positive
relation between returns and trading volume. In the
case of emerging markets, numerous literatures can
be found that had discussed this return-volume
relationship and how volatility can be understood in
this context.

These studies based on low frequency data, support
a positive contemporaneous relationship between
return and volume measures, thus providing
identification to the succeeding explanation. The
existence of positive contemporaneous correlation is
based on a famous Wall Street adage by Karpoff
(1987) which says “it takes prices to make volume
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move”. This implies that investors commonly use
trading volume to predict price movements and
have a peek of an opportunity to earn supernormal
profits.

The empirical studies which found the return and
volume series to be negatively correlated, thus
lending support to the sequential information
arrival hypothesis are those of Granger and
Morgenstern (1963), who studied the weekly data
for the sample period of 1939-1961 and found
significant negative correlation among return and
volume. Further, Godfrey et al., (1964) studied the
weekly and daily data and found the measures of
return-volume to be negatively correlated. More
recently, Chordia et al., (2001) studied the S&P 500
index of ISSM and NYSE on a daily regularity, and
reported negative correlation between stock return
and trading volume. Ciner (2002) studied the
NASDAQ index at daily interval and reported the
return and volume measures to be negatively
correlated. Following these conclusions, Mestal et
al., (2003) examined the 25 individual stocks on the
Turkish stock market on a daily and weekly basis
and supported the same. Further Gurguletal., (2005)
reported the WIG20 index to be insignificantly
correlated with each other with respect to the stock
price volume measures.

This paper provides a comprehensive review of
studies, which have reported positive correlation on
intraday basis. These studies are in conformance
with the mixture of distribution hypothesis. An early
instance of such findings can be traced back to Jain
and Joh (1988) who studied the NYSE on an hourly
basis and established noteworthy positive
connexion among the intraday variables of stock
price and volume. Further, Chung and Joo (2005)
considered the KRW/ USD Spot Foreign Exchange
Market and testified outcomes authorizing the
sustenance of MDH belief of positive and
simultaneous correlation between intraday return
and volume measures.Kaniel et al., (2006) studies
ASXstock exchange ata 6 hourly interval and found
positive contemporaneous correlation among the
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intraday measures of return and volume. Gwilyn et
al.,, (2010) examined the FTSE-100, Short Sterling and
Long Gilt LIFFE futures and Hussain (2011) studied
the DAX 30 (Deutscher Aktien Inde), at 5 minute
interval each. Both these authors confirmed presence
of positive correlation among the intraday return
and volume measures under scrutiny

Further on, the studies on intraday analysis to have
reported negative correlation those of Wood et al.,
(1985) who with the help of high frequency data
studied the 946 Common Stocks 1138 Common
Stocks on a minute by minute basis and found the
intraday return and volume to be negatively
correlated with each other. And lastly, Mcmillen and
Speight (2002) examined the intraday data of
Toronto Stock Exchange-100 Short Sterling
Contracts Long Gilt Series and found
contemporaneous negative correlation coefficients
for the intraday return and volume measures. More
recently, Jong and Donders (2014) studied the AEX
index, options and futures at 10 minute interval and
found the intraday return and volume to be
negatively correlated and thereby supporting the
sequential information arrival hypothesis.

A perusal oftable 3 depicts all the imperative studies
piloted with low frequency data which shows the
endeavours of various academicians and
researchers with respect to the relationship between
trading volume and volatility measures. There is
extensive and voluminous literature in finance
supporting the positive relationship between
trading volume and volatility (Karpoff (1987)).
O'Hara (1995) elucidate that the positive correlation
between the measures trading volume and return
volatility is constant with maximum hypothetical
market microstructure models. Lamoureux and
Lastrapes (1990) concluded that trading volume has
a positive impact on volatility measure. Further,
Board and Sutcliffe (1990) also find results in
sustenance to the hypothesis of a positive
relationship between volatility and volume for the
Toronto Stock Exchange-100 index. Thereafter,
Bessembinder and Seguin (1993) deduce the results
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by adopting the methodology of dividing the
volume into expected and unexpected components.
This was done in order to examine the relation
between price volatility and trading volume for
markets under study. Their results advocate the
influence of unexpected volume shocks on volatility
to be irregular. This leads them to conclude, that the
hypothesis that volatility is affected by existing
marketdepth holds true for their study.

By means of variant statistical methods, Gallant et al.
(1993) studied the S&P 500 Index for a period from
1928-1987 and reported positive correlation among
volume and volatility measures. Subsequently,
Tauchen et al. (1993) and Hiemstra and Jones (1994)
conclude similar evidences of positive correlation
between volatility and trading volume measures in
their respective studies. Further Brailsford (1994)
examination into this relationship supports the
supposition that the disproportionate relationship
between volume and price changes. Additionally,
Brailsford (1996) volatility models are found to be
inconsequential when the volume is taken into view.
Ragunathan and Pecker (1997) arrange for robust
confirmation that unanticipated volume has a
greater impact on volatility than anticipated volume.
Following this, Hogan et al. (1997) show that there is
a strong positive relationship between the
parameters oftrading volume and volatility. Further
contributions into this relationship was made by
Kocagil and Shachmurove (1998) who studied the
daily parameters of 16 Major U.S. Futures Contracts
for aperiod 0f1995-1998 and found that there existed
negative correlation between the volume and
volatility under study.

Further on, Wang and Yau (2000) examined the
relationship between trading volume and price
volatility and supported a positive relationship
between trading volume and price volatility. Gallo
and Pacini (2000), using data on 10 actively traded
U.S. stocks from 1985 to 1995, found that persistence
decreased when trading volume was used in the
conditional variance equation. Sabri (2004)
discovered that trading volume is one of the main
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factors which had an effect on predicting the
volatility for the emerging markets under
examination. Watanabe (2001) suggests that there is
negative relation between price volatility and
volume. Mestal et al., (2003) studied daily data of 31
Common Stocks in Austrian Stock Market and found
negative correlation persistence between volume
and volatility estimators. Otavio and Bernardus
(2006) estimated the existence of significant negative
correlation using daily data ofthe Bovespa Index for
a period of study from 2000-2005, thus supporting
Copeland's SIAH.

Thereafter a review of table 4 lists the studies
which have examined the relationship between
volume and volatility with the help ofintraday data.
Jain and Joh (1986) examined hourly data and found
positive correlation thus supporting the MDH. Celik
(2013) studied the ISE-30 index, Worthington and
Higgs (2006) studied the ASX-30 Index and Fuertes
(2009) studied the S&P 500 stocks all with 5 minute
interval respectively and found the variables to be
positively correlated. All these studies confirmed to
the MDH implying a positive contemporaneous
correlation between intraday volume and volatility
measures. Darrat et al., (2002) studied the NYSE at |
minute interval and reported intraday volume and
volatility to be positively correlated. On the
contrary, the sequential information arrival
hypothesis has been supported by Darrat et al.,
(2003) who studied NYSE at 1 minute interval and
established the intraday volume and volatility to be
negatively correlated.

As can be seen from table 2 and table 4, there is a
literature gap with respect to intraday based studies
into the contemporaneous relationship between
return-volume-volatility measures in context of the
Indian equity market. Thus this paper will
contribute to understanding the market efficiency
and information processing of the Indian equity
market by analyzing the S&P CNX Nifty index (a
flag ship index of NSE, which is one of the leading
stock exchange in India)on an intraday basis.
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DATA AND METHODOLOGY

This study is based on 1 minute interval data of
stocks listed at S&P CNX Nifty index, during the
period from IstApril 2010 to 31stMarch 2011. The
S&P CNX Nifty index is a well-differentiated 50
stock index precisely imitating general market
environments, characterized by very dynamically
dealt stocks. This study applies the filters of bonus
issue and stock split announcement and derives a
concise and well balanced sample of 35 stocks. The
intraday stock return measure is comprised of
continuous rates of return, computed as log of ratio
of present minute's price to previous minute's price
(i.e. Rt = In (Pt / Pt-1)). Volume is taken as per the
trading volume data. Volatility is calculated as the
squared value of minute by minute stock returns (in
confirmation with Andersen etal.,2001,2003).

EMPIRICAL FINDINGS AND ANALYSIS

The examination of relationship between return,
volume and volatility provides significant
information regarding the price discovery efficiency
of an asset. The summary statistics of the sample
stocks suggests that dispersion of mean returns
represent trivial values, thereby indicating a steady
index. This authorizes to the belief that the index
under examination is a very safe index. Substantial
Jarque-Bera (JB) statistics undoubtedly discards the
hypothesis, which suggests that all variables do not
conform to the normal distribution, which is the
precondition for any market to be efficient in the
weak form (Fama (1965), Stevenson and Bear (1970),
Reddy (1997)and Kamath (1998)).

Further, the statistics of skewness and kurtosis
preserve the substantiation of withdrawal from
normality hypothesis. The realistic distribution of
the return, volume and volatility series in this paper
is positively skewed, indicating a right tail of
distribution. These positively skewed series
accentuate the asymmetric nature of the series.
Additionally, the excess kurtosis projected for
trading volume series is a strong indication of
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leptokurtic peaked series. The extreme kurtosis
values of Indian markets demonstrate extraordinary
erratic behavior in the returns measure. The results
of this paper thus suggest the high probability of
extreme values (profit/ loss) occurring. These results
further stress, that only the chief and dominant
players attained the core oftrading activity while the
small time traders could not participate actively in
the trading activity.

For the 35 composite stocks of S&P CN X Nifty index,
this paper verifies the existence (inexistence) of
contemporaneous relationship between intraday
return, volume and volatility variables. This study
applies the correlation test for determining whether
one intraday measure can be used to forecast the
other measure. For this the pre-condition is that the
series under study should be stationary in nature.
Therefore, the ADF unit root test results are
estimated on the basis ofthe technique. The unitroot
test results shows that intraday return, volume and
volatility are stationary at 1% and 5% levels of
significance for all the stocks comprising the sample.

Table 5 depicts that only 8 stocks (constituting
22.85% of the sample) depict positive
contemporancous relationship between intraday
stock return and trading volume measure of the
index. These stocks are namely, ACC,
ASIANPAINT, CIPLA, COALINDIA, DRREDDY,
NTPC, TATAMOTORS and WIPRO. If the joint
distribution of volume and price change is non-
normal, this relationship will conform to the mixture
of distribution hypothesis, which predicts positive
relationship between return and volume. Majority of
these positively significant stocks in the sample,
depict low significance levels at 5% and 10%, thus
indicating weak correlation persistence. Trading
restrictions, such as higher costs for short sales, may
cause the positive price-volume relationship in the
equity market (Long,2007).

Further the contemporaneous relationship results
for the S&P CNX Nifty index (see Table 5), shows
that 27 stocks, constituting a 77.14% of the sample
(namely, AMBUJACEM, AXISBANK,
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BANKBARODA, BHEL, BPCL, CAIRN, DLF,
GRASIM, HCLTECH, HDFCBANK,
HEROHONDA, HINDALCO, HINDUNILVR,
ICICIBANK, IDFC, INDUSINDBK, INFOSYSTCH,
LT, MARUTI, PNB, POWERGRID, RANBAXY,
SBIN, SESAGOA, TATAPOWER, TATASTEEL and
ULTRACEMCO) depict no positive
contemporaneous relationship between intraday
volume-return. This implies that trading volume
does not show any predictive power for future
returns in the presence of current and past returns. It
further implies that these stocks of the S&P CNX
Nifty index supports the mixture of distribution
hypothesis of Clark (1973), which elucidates the new
information is simultaneously absorbed by the
market participants at the same time. This implies
that no investor can propose to hold a profitable
position as everyone receives and reacts to new
information concurrently. The results of this paper
propose that this index is a successful index, which
relate the Indian equity market being efficient. The
findings of this paper are consistent with those of
Grammatikos and Saunders (1986), Karpoff (1987),
Gunduz and Hatemi-J (2005), Alsubie and Najand
(2009) and Tripathy (2011). Studies which have
reported similar results on an intraday analysis are
those of Wood et al., (1985) and Jong and Donders
(1999).

The results of this study are consistent with prior
intraday based analysis of return and volume
measures (see Wood et al., (1985) and Jong and
Donders (1998)), which concluded no evidence for
contemporanecous correlation suggesting that the
measures scrutinized in this study, cannotbe used in
forecasting each other. Further, the insignificant
contemporaneous relationship of intraday return
and volume measures of S&P CN XNifty index could
be attributed to the impact of introduction ofrolling
settlement in Indian capital market. As explained by
Mahajan and Singh (2013), who administered thatno
contemporaneous relation was detected between
volume and returns in post rolling settlement period
for the Nifty index. Positive relationship between
volume and return has been seen only in pre-rolling

a AMITY

BUSINESS SCHOOL



The Examination of Contemporaneous Relationship between Intraday Return, Volume

and Volatility Measures in Indian Equity Market

settlement period for the index. This indicates that
markets became more efficient after introduction of
rolling settlement. This further implies that neither
are the rising markets accompanied by rising
volume and nor are the declining markets
accompanied by the falling volume. Further this
explanation is consistent with the theory that implies
that information content of volume does not affect
future stock return by any method. In short, the
knowledge of one of these variables cannot improve
the short-run forecasts of the other (Mestel et al.,
(2003))

Further, the results of this study for the
contemporaneous relationship between intraday
volume and volatility measures. Table 6 depicts that
only 8 stocks (constituting 22.85% of the sample)
exhibit a positive contemporaneous correlation

relationship between intraday trading volume and
intraday stock volatility. These stocks conforming to
the MDH criteria are those of, CAIRN,COALINDIA,
HINDALCO, IDFC, PNB, SBIN, TATASTEEL and
ULTRACEMCO.

A careful appraisal of Table 6 depicts that 27 stocks
constituting 77.14% of the sample (namely, ACC,
AMBUJACEM, ASIANPAINT, AXISBANK,
BANKBARODA, BHEL, BPCL, CIPLA, DLF,
DRREDDY, GRASIM, HCLTECH, HDFCBANK,
HEROHONDA, HINDUNILVR, ICICIBANK,
INDUSINDBK, INFOSYSTCH, LT, MARUTI,
NTPC, POWERGRID, RANBAXY, SESAGOA,
TATAMOTOR, TATAPOWER and WIPRO) show
no positive correlation between the intraday volume
and volatility measures. This leads the study to
refute a profound Wall Street adage by Karpoff
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(1987) that states “volume is relatively heavy in bull
markets and light in bear markets” for these stocks.
The rationale behind insignificant intraday volume-
volatility association is that trading volume is
negatively related to the magnitude to which traders
differ when they review their price anticipations.
This is accredited to the uniformity of information
amongst the investors. Accordingly, as information
equilibrium increases, these investors are unable to
protect themselves against the jeopardy of trading
against remote information. Hence, this leads the
trading volume to be insignificantly correlated with
volatility. This further leads to the decrease in
correlation, characterized by increasing information
symmetry between intraday volume and volatility
measures. These findings of the paper are in
conformance with the intraday based volume-
volatility analysis of Darratetal., (2003).

CONCLUSION

It is a pre-conceived notion that the activity of the
stock market cannot be decided, only on the basis of
prices. This implies that stock prices deprived of
their related volume measures, delivers ambiguous
information about market movement. This paper
examines the empirical relationship between
intraday return, volume and volatility dynamics of
stock market by using 1 minute interval data for the
35 composite stocks listed on the S&P CNX Nifty
index of the National Stock Exchange (India's
primary stock exchange).

The findings of this study, support the viewpoint
that, for majority of the 35 sample stocks listed on
S&P CNX Nifty index, the businesses are
implemented as soon as they finds a similar auction

Table 5 Contemporaneous Relationship between Intraday Return and Volume
Symbol Return-Volume P Value Symbol Return-Volume P Value
ACC 0.003646** 0.0268 ICICIBANK 0.003575 0.2848
AMBUJACEM -0.00226 0.1882 IDFC 0.001394 0.3959
ASIANPAINT 0.00324*** 0.0544 INDUSINDBK 0.00213 0.1963
AXISBANK -0.00277 0.1088 INFOSYSTCH -0.00062 0.7074
BANKBARODA -0.00084 0.6116 LT -0.0014 0.3928
BHEL -0.00193 0.239%4 MARUTI -0.00082 0.6173
BPCL -5.66E-05 0.9726 NTPC 0.002844** 0.0833
CAIRN -0.0021 0.2009 PNB 0.00106 0.5197
CIPLA 0.003634** 0.0271 POWERGRID 0.002549 0.1471
COALINDIA 0.009462*** 0.0555 RANBAXY -3.77E-06 0.9982
DLF -0.00353 0.0374 SBIN -0.02769 00000
DRREDDY 0.007722* 0 SESAGOA -0.00025 0.878
GRASIM 0.00112 0.4983 TATAMOTORS 0.010491* 00000
HCLTECH 0.000617 0.7079 TATAPOWER 0.002318 0.1599
HDFCBANK -0.00292 0.076 TATASTEEL -0.18143 00000
HEROHONDA 7.51E-05 0.9637 ULTRACEMCO -0.0027 0.1052
HINDALCO -0.02755 0 WIPRO 0.003845* 0.0194
HINDUNILVR 4.36E-05 0.9797 * Significant at 1% level of significance, ** Significant at 5% level of significance,

*** Significant at 10% level of significance.
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Table 6 Contemporaneous Relationship between Intraday Volume and Volatility
Symbol Volume-Volatility P Value Symbol Volume-Volatility P Value
ACC 0.001963 0.2333 ICICIBANK 0.001389 0.6778
AMBUJACEM -2.85E-05 0.9868 IDFC 0.005527* 0.0008
ASIANPAINT 0.001015 0.5468 INDUSINDBK 0.000159 0.9232
AXISBANK -0.00277 0.4501 INFOSYSTCH 1.74E-05 0.9915
BANKBARODA -0.00047 0.7743 LT -0.00025 0.8777
BHEL 0.000225 0.8911 MARUTI 0.000783 0.634
BPCL 6.40E-06 0.9969 NTPC 0.000489 0.7661
CAIRN 0.003056*** 0.063 PNB 0.002812*** 0.0878
CIPLA 0.00045 0.7845 POWERGRID 0.000688 0.6957
COALINDIA 0.012976* 0.0086 RANBAXY 0.00101 0.5388
DLF 0.001111 0.5119 SBIN 0.032706* 0
DRREDDY 0.000119 0.9424 SESAGOA -0.00023 0.8899
GRASIM 0.000298 0.8569 TATAMOTORS 0.001216 0.4591
HCLTECH 0.000311 0.8501 TATAPOWER -3.00E-05 0.9855
HDFCBANK 0.002139 0.1938 TATASTEEL 0.183001* 0
HEROHONDA 9.29E-05 0.9551 ULTRACEMCO 0.005248* 0.0016
HINDALCO 0.025858* 0 WIPRO 0.00033 0.8408
HINDUNILVR -0.00016 0.9253 * Significant at 1% level of significance, ** Significant at 5% level of significance,
*** Significant at 10% level of significance.
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Sample Stocks in the Study

Company Name Industry Symbol

ACC Ltd. CEMENT & CEMENT PRODUCTS ACC

Ambuja Cements Ltd. CEMENT & CEMENT PRODUCTS AMBUJACEM
Asian Paints Ltd. CONSUMER GOODS ASIANPAINT
Axis Bank Ltd. FINANCIAL SERVICES AXISBANK
Bank of Baroda FINANCIAL SERVICES BANKBARODA
Bharat Heavy Electricals Ltd. INDUSTRIAL MANUFACTURING BHEL

Bharat Petroleum Corporation Ltd. ENERGY BPCL

Cairn India Ltd. ENERGY CAIRN

Cipla Ltd. PHARMA CIPLA

Coal India Ltd. METALS COALINDIA
DLF Ltd. CONSTRUCTION DLF

Dr. Reddy's Laboratories Ltd. PHARMA DRREDDY
Grasim Industries Ltd. CEMENT & CEMENT PRODUCTS GRASIM

HCL Technologies Ltd. IT HCLTECH
HDFC Bank Ltd. FINANCIAL SERVICES HDFCBANK
Hero MotoCorp Ltd. AUTOMOBILE HEROMOTOCO
Hindalco Industries Ltd. METALS HINDALCO
Hindustan Unilever Ltd. CONSUMER GOODS HINDUNILVR
ICICI Bank Ltd. FINANCIAL SERVICES ICICIBANK
IDFC Ltd. FINANCIAL SERVICES IDFC

Indusind Bank Ltd. FINANCIAL SERVICES INDUSINDBK
Infosys Ltd. IT INFOSYSTCH
Larsen & Toubro Ltd. CONSTRUCTION LT

Maruti Suzuki India Ltd. AUTOMOBILE MARUTI

NTPC Ltd. ENERGY NTPC

Power Grid Corporation of India Ltd. ENERGY POWERGRID
Punjab National Bank FINANCIAL SERVICES PNB

Ranbaxy Laboratories Limited PHARMA RANBAXY
State Bank of India FINANCIAL SERVICES SBIN

Sesa Sterlite Ltd METALS SSLT

Tata Motors Ltd. AUTOMOBILE TATAMOTORS
Tata Power Co. Ltd. ENERGY TATAPOWER
Tata Steel Ltd. METALS TATASTEEL
UltraTech Cement Ltd. CEMENT & CEMENT PRODUCTS ULTRACEMCO
Wipro Ltd. IT WIPRO
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or attainment order from a counter party. All the
orders in this index are automatically harmonized
on a value/ period precedence basis. This has thus
resulted in a substantial decrease in the time spent,
cost and risk of scams, thereby, ensuing enhanced
functioning competence of the index. The resultant
characteristics permits for quicker assimilation of
price sensitive information into prevalent prices, as
the market participants then are able to see the entire
market in the actual scenario. Hence, this enhances
better informational adeptness for the index, which
accordingly makes the market conditions more
obvious. The insignificant contemporancous
relationship between the variables under
examination in this study enables the S&P CNX
Nifty index to refute the Wall Street adage, “Volume
is relatively heavy in bull markets and light in bear
markets”. The results of the paper therefore, solidify
beliefthat the S&P CNXNifty index comprises ofthe
most abundantly and actively traded securities.
These inherent features thus impart sustenance to
the efficiency results of Indian stock market in this
study.

In nutshell, the faintness in correlation can be
attributed to the fact that the index is rendered to be
weak form efficient with respect to a joint
contemporaneous study ofthese measures. With the
exploration into these intraday contemporaneous
relationships of 35 composite stocks of S&P CNX
Nifty index, market investors and regulators can
obtain a healthier understanding of the risk
evolution of their financial exposure in trading
sessions within a day. The results of this study are
supportive of NSE's transparent transactions
combined with lower operational prices and
efficiency, which has greatly increased the
attractiveness of the Indian stock market to the
domesticand international investors.
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Impact of Technology in Banking Sector:
A Study in NCR Delhi
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The application of technologies in the developing
countries represents an important tool that can determine
economic development and prosperity of the country. One
of themain areas in which technology can have a powerful
impact on the economic activity is the banking sector.
Indian banks are investing heavily in the technologies
such as automated teller machine (ATMs), net banking,
mobile banking, tele -banking, credit cards, debit cards,
smart cards, call centers, CRM, datawarehousing etc. It is
essential to evaluate the impact of technology on the
performance of Indian banks in terms of extended value
added services and customer satisfaction thereby. The
present article investigates and analyzes the present
situation of banking in NCR Delhi in terms of impact of
ATM, Internet banking, Mobile banking and Tele-
banking services on customer satisfaction and retention
by leading Indian banks. The study examines the views of
400 banking customers on the implementation of
technological delivery channels in banks.

The study has found that technology has a positive
impact on the customers of the bank. Response to query,
availability of cheque drop box, queues at ATM, time to
process request, account balance enquiry, security of
transaction, SM S reminder /confirmation of transaction,
arethesignificant factors across the banks.

Key words: ATM, Tele-banking, Internet banking,
Public & private sector banks , Technology in banking ,
Customer attraction and retention.
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INTRODUCTION

The Indian banking system has come a long way
since independence from nationalization to
liberalization. It has witnessed from a slow business
institution to a highly proactive and dynamic entity.
The banks have been able to generate revenue by
exploring new opportunities. This has been possible
due to liberalization and economic reforms
undertaken by the Indian Government. The need to
become highly customer focused has forced the
banks to adopt an appropriate and suitable
approach. Technology has marked a turning point
in the history of global banking and services. With
ever increasing availability of international
bandwidth and powerful workflow management, it
isnow possibleto disaggregate any banking process,
execute the sub-processes in multiple locations
around the world, and reassemble it, at another
location.

The development of new services and efficient
delivery channels for the banking industry has been
made possible with the application of technology.
Some of the examples of technology adoption are
electronic banking, mobile banking and internet
banking.

Itiswellrecognized that,technology holds the key to
the future success of Indian Banks since it is
information technology which has brought in a sea
changein the way banking is being conducted today,
which is but an indication of the future. It would be
beyond anybody's imagination to even think about
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conducting banking business anywhere in the
countryorusing apowerfulyetsimple medium such
as the Internet even from roadside kiosks. But today
thisisthereality which owes its creditto the rampant
exploit of IT by banks. And concepts such as
'Anywhere Banking' or'Automated Teller Machines'
'Internet Banking' and 'Mobile Banking' have
becomerealty due to technology implementation by
banks. Such innovations have had a positive impact
on customer service efficiently and accurately over
the counters ofbranches.

The objective ofthe studyistoexaminetheimpactof
technology in banking services related to e-channels
such as ATM, Tele-banking Mobile banking and
Internet banking in National Capital Region Delhi.
It also seeks to find the significant characteristics/

factorsrelated to technology in banking services

LITERATURE REVIEW

The adoption oftechnology in Indian Banking sector
commenced from the mid eighties when the Reserve
Bank of India (RBI) started promoting automation in
banking to improve customer service, book keeping,
MIS and productivity. The banking sector has
undergone a major revolution due to the adoption of
information technology. It was the introduction of
computer system which created right atmosphere
for online banking in India. The Indian banking
sector , after economic liberalization of 1991, has
been the hallmark of innovation and use of
technology.  This has been facilitated by the
development of world-class software and hardware
system by some of the leading Indian IT companies
such as Infosys, Wiproand TCS.

The massive dose of computerization and use of
technology was the result of reccommendation of a
“Committee on Mechanization in the Banking
Industry” formed by Reserve Bank of India in 1984.
The committee was headed by Dr C Rangarajan,
then Deputy Governor, Reserve Bank of India. The
banks introduced 'MICR Technology” and
standardized cheque forms and encoders after the
recommendation ofthis committee.
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On the recommendation of “Committee on
Computerization in Banks” headed by Dr. C.R.
Rangarajan, all the settlement operation were
computerized in the clearing houses of RBI at
Bhubaneshwar, Guwahati, Jaipur, Patna and
Thiruvananthapuram. Further the 'National
Clearing of inter-city cheques' at Kolkata, Mumbai,
Delhi, Chennaiand MICR were set up on the basis of
recommendation ofthis committee.

Another committee on “Technology issues relating
to payments system, cheque clearing and securities
settlement in the banking industry” was set up in
1994. Mr. WS Saraf, Executive Director, Reserve
Bank ofIndia was chairman ofthe committee. Funds
Transfer (EFT) system, a BANKNET
communications, MICR clearing of cheque in all
branches of all banks were introduces on the
recommendation ofthis committee. 'Electronic Fund
Transfer (EFT) was made on the recommendation of
“Committee for proposing Legislation on Electronic
Funds Transfer and other Electronic Payments
(1995)”.

The global business environment witnessed many
changesin thelastdecade ofthe 20th century,among
which is “electronic commerce or exchange of
products and services through Internet and
telecommunication networks” (Kalakota &
Whinston, 1997). Most of the industries have been
influenced by this emerging technology-based
approach to business (Gunasekaran & Love, 1999).
Previous literature on IT in developing countries has
focused on development of national policies
(Bhatnager & Odreda, 1992; Madon, 1992),
development of manpower (Aladwadni, 2001;
Bhatnager, 1992; Kanungo, Sadavarti, & Srinivas,
2001; Montealegre, 1998; Pawar, 1992), using tested
technologies, managing IT investments
(Avgerou, 1998; Heeks, 2002;), and role of
consultants in deploying technologies (Palvia,
Palvia, & Zigli, 1992). However, the impact of
electronic commerce has been apparent in the
banking and financial services industry when
compared with other industry segments (Bughin,
2004;eMarketer, 2000).
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It is clearly evident that use of internet banking will
remain and continue to grow in Asian countries with
the further penetration of internet services. Internet
usage and Internet banking has grown to 45.4
million by 2006 in the Asia Pacific region (Jaffe,
2003). The percentage of banks that have launched
on-line banking products and services has grown
from 6% in 1998 to 75% in 2003 and the present
scenario is that almost all banks offers on line
banking products and services.

According to IDC, markets like Korea and Singapore
have nearly 10% of their population banking over
the Internet during the same period. Although these
markets are way ahead of India both in terms of
Internet penetration and on-line banking
penetration, there is immense potential in India for
the internet penetration and banking service
through electronic channels. It is evident from the
literature that banks across the world are motivated
to implement e-banking to achieve either top-line or
bottom-line benefits. This is achieved through
increased market share due to product delivery
convenience and product innovation (Jaleshgari,
1999; Orr, 1999). Further, it is found from the
literature that banks in the developed markets with
established telecommunications, commercial, and
legal infrastructures and possessing the necessary
resources and levels of operational efficiency in
terms of costs and revenue have a greater chance of
successfully implementing e-banking (Goodman,
1999; Messmer, 1999). According to Kalakota &
Whinston, (1997) there are new opportunities for the
banks in the form of re intermediation in the e-
commerce market by identifying themselves as
“trust authorities to validate and stand as security
between business and consumers”.

Although the Internet is revolutionizing the way in
which companies offer their products and services,
studies relating to customer acceptance of this
technology are limited (Meuter, Ostrum, Roundtree,
& Bitner, 2000). An understanding of different
dimensions of creating value to the customer
through the use of new technology and its impact on
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their performance in terms ofreturn on investment is
always a matter of concern for the banking and
financial services industries (Lucas, & Spilter, 1999).
Liao &Cheung, (2002) observed that individual
expectations regarding “accuracy, security,
transactions speed, user-friendliness, user
involvement, and convenience” were the most
important quality attributes in the perceived
usefulness of Internet-based e-banking. Trust is also
one of the important determinants of successful e-
banking (Suh & Han, 2002). Many researchers have
argued that trust is essential for understanding
interpersonal behavior and is relevant to e-banking.
Thereis generally agreementamong theresearchers
that trust is most significant long-term barrier for
realizing the potentials of Bto C e-commerce and not
just a short-term issue, (Gefen, 2002; Jarvenpaa,
Tractinsky, & Vitale, 2000). Different models have
been proposed by researchers to measure the impact
of e-banking. A model was proposed for evaluating
the business value of e-banking channels involving
an internal view, (Stamoulis, Panagiotis, &
Drakoulis, 2002) where the channel is considered as
a resource whose utilization must be maximized,
and an external view, where the channel as an
interface to the bank's customer base should enable
and support customer relationship management.
Previous research also reveals that the effectiveness
of Internet banking isrelated to the size ofa bank and
is projected to have significant impacts on various
elements of the banking system, which is faced with
many challenges. (Courchane, Nickerson, &
Sullivan, 2002)

There is an intense debate in the economic literature
regarding the effect of developing the information
and the communication technology (ICT)
infrastructure on the pace ofeconomic development
of a country (Baliamoune, 2004). A report of the
World Bank (McNamara, 2003) outlines that ICT
development is not an end in itself, but rather a tool
that can be used to increase the capacity of poor and
underdeveloped countries to accelerate economic
development, to connect to the world, and to
increase the opportunities offered to their citizens
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(Hadidi, 2003). On the other hand, the development
of ICT has to be directed towards areas where it can
create the maximum economic and social effect;
therefore, the ICT policy has to use a strategic
approach, identifying the main priorities at national
and regional levels. ICT strategies are only effective
and sustainable if they are integrally linked to
broader, more comprehensive development and
poverty-reduction strategies (Steinberg, 2003).

There are mainly two role played by information
technology in the banking sector. One is related to
supportive functions as enables of different services,
and second, the strategic role in providing strategic
leadership in the field. The development of new
products which may give the competitive edgeusing
information technology platforms is the strategic
role where as preparing the platform for business
process reengineering and IT based financial
products is the supportive or enables role . Both the
roles have vital importance in banking sector as it
leads to higher customer satisfaction and retaining
the existing customer whereby reducing the need
and cost of attracting new customers . In the
emergence of e-banking and payment system, both
play a vital role as infrastructure for ecommerce
(Raihan A.2001).

Online banking is becoming the indispensable part
of modern day banking services. It is expected that
60 % of retail banking dealings will be online in ten
years' time. Most of the Indian banking customers
are likely to prefer the online banking activity but
with ensured security.

A big concern about information technology on
service delivery channels is security of transaction.
According to Buchanan and Gilles (1990), “security
is the condition of being protected against danger,
loss, and criminals”. In common language, we
understand that, security is similar to safety, and
banks must ensure full proof security of banking
activities. The ultimate satisfaction of any value
added banking facility offered to the customer is
arrived only with the security level attached with
that facility in India.
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Internet banking is the newest delivery channel to be
offered by retail banks in many developed countries.
It allows customers to conduct financial transactions
on a secure website operated by their retail or virtual
bank. In this case, the internet is used as a message
carrier where the customer uses a PC and a modem
or local area network to connect to the bank using its
online website or software provided by the bank. In
India, Internet banking is offered to customers on the
basis oftheirrequirements.

Boon and Yu ,(2000) has defined 'E-channels' as
the methods of delivering service products
using electronic media such as the telephone,
internet and automated teller machines (ATMs) .
These delivery methods have become an
increasingly important technique to retain
customers in today's dynamic banking environment
since customers can make withdrawals, deposits
and access balances at their own convenience.
E-Channels are preferred by the Indian customers
nevertheless of their socio economic back ground.
To enhance speed and efficiency of delivery of
services banks have equipped themselves with the
latest of technology application such as “Core
Banking”. Technological innovation and exposure
creates a smooth competitiveness among the
nationalized and private sector and foreign sector
banks.

Major Contribution of Technology in
Indian Banking Sector

Banking is an industry that provides vital service
and support to the economic and financial sectors. It
is information technology which enables banks in
meeting such high expectations of the customers
who are more demanding and are also more techno-
savvy compared to their counterparts of the yester
years. Present day customers are tech savvy and
cannot wait for their banking needs. For them the
banks have to use technology to provide instant
banking facility without the constrains of branch or
time. Technology has been providing solutions to
banks to take care oftheir accounting and back office
requirements.
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Core Banking Solutions (CBS): CBSenables banks
to consolidate their technology platforms across
functions and geographies leveraging cost and at the
same time acquiring flexibility and scalability to
adapt to a fast changing and competitive
environment. In core banking, banks are getting
their data aggregation layers in place to facilitate
projection of data in the form of static and dynamic
reporting capability. The percentages of such
branches has increased by 79.4 % at end March 2009
to 90% at the end of March-2010.

Magnetic Ink Character Reader (MICR) MICR was
introduced in 1987 in the four metros cities. Initially
the MICR clearing was available only in 14 clearing
centers, which included the upcoming cities such as
Pune, Trivandrum, Kanpur, Hyderabad, Japura,
Nagpur, Baroda, Bangalore, Ahmadabad Gauhati.
This facility was further extended to another eight
centers. These 22 centers are the one where volume
of clearing transactions is very large and they
virtually cover the majority oftransactions.

Automated Teller Machine (ATM) : An ATM is an
Electronic Fund Transfer terminal facilitating cash
deposits, inter and intra transfer between accounts,
balance enquiries along with mini statement of
accounts, cash withdrawals and pay bills. ATM
itself can provide information about accounts of
customers and also receive information's and
instructions from customers like stop instruction,
autopay,chequedrop,etc.,

Internet Banking (I-Banking / E-Banking): Internet
banking (or E-banking) means any user with a
personal computer and a browser can get connected
to his bank's website to perform any of the virtual
banking functions. In internet banking system every
bank has a centralized database that is connected
with other banking system through web-based
environment. All the services that the bank has
permitted on the internet are displayed in menu.
Through that any service can be selected by the
customer and further the demo or working manual
is provided by the nature of service. It would be a
borderless entity permitting anytime, anywhere and
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anyhow banking. The intranet network connects the
various locations ofthe same organisation and gives
connectivity to these locations with the central office.
However, intranet can be used only in the
organisation which has created them. SWIFT is a
live example ofintranet application.

Mobile Banking / Phone Banking:In October, 2008,
the first measure to regulate mobile banking in India
was start up. Since then, it has progressively
liberalized the manner and extent to which banks
and their customer can conduct mobile banking.
Mobile banking can prove to be an important
extension of banking to the far flung areas of the
country where there is neither a bank branch nor
there is internet connectivity. Today, mobile phones
have enhanced the functioning of the banks in India
to facilitate intra and interbank funds transfer
between bank accounts. In telephone banking, the
telephone is used as a message carrier to enable
person to person or voice activated automated
communication between the bank and the customer.
Mostly telephone banking uses an automated phone
answering system with phone keypad response or
voicerecognition capability in India.

Credit Cards/Debit Cards: The Credit Card holder
can spend wherever and whenever he wants with
his Credit Card. However this spending cannot be
beyond the credit card limit. In Credit Card you
spend first and then you pay on the due date or
before it. In case of a Debit Card, the user has to
deposit in his bank account in advance and this
deposited amountbecome theupper limit. This limit
reduces when you make purchase using debit card
and increases when you deposit the money in your
account. When the debit card is used, money is
transferred from buyer's account in the bank to the
account of the seller. The bank never faces a default
because the amount spent is debited immediately
from the customer's account.

Smart Card: Banks are continuously adding new
services to their existing one to enhance security and
provide new service, this services are provided
through Smart Cards. Smart Cards are the new
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generation card where lot of information can be
stored, with enhanced security features and can be
used for different purposes. These card can also be
used to store personal information like medical and
health history, personal banking and personal
preferences. Smart card technology is now
familiarized in India.

Automated clearing House (ACH): Automated
clearing house (ACH) is an electronic network for
financial transaction. ACH processes large number
ofdebitand credit transaction in batches. Computers
are deployed in clearing house to speed up the
process and clearing the operations quickly and
efficiently which is voluminous work.

Electronic Fund Transfer: The customer has
adopted to electronic payments in India in big way.
From less than half a percent of transactions in the
electronic mode in 2001, today the process is close to
about 30 crores transactions per year in the electronic
mode. RBI's initiative is moving “High Value
Clearing” to electronic modes. It is a step aimed at
creating a safer, secure funds transfer route.

National Electronic fund Transfer (NEFT):
National Electronic Fund Transfer (NEFT) is an
online system for transferring funds of Indian
Financial Institution. This facility is used mainly to
transfer funds below Rs. 2,00,000/ - The NEFT
system in India has been in operation from 21
November 2005. NEFT covers all banks which were
participating in the special electronic funds transfer
(NEFT) clearing. Public key infrastructure (PKI)
techniqueisused in NEFT for maintaining security.

Real Time Gross Settlement (RTGS) System: It is
an electronic fund transfer system where the fund
transfer take place from one bank to another on real
time and gross basis . Gross settlement means the
transaction is settled on one to one basis without
bunching or netting with any other transaction.
Once the transaction is processed, payment is final
and irrevocable. It also provides the means for risk-
free and credit push-based fund transfers settled on
areal-time basis with the central bank money. There
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are 55000 branches ofdifferent banks using RTGS for
inter-bank funds. This is the widest coverage of
bankingusing RTGSin thewhole world.

Indian Financial Network (INFINET): Institute for
Development and Research in Banking Technology
(IDRBT) implemented the Indian Financial
Network, the INFINET a 'one-of-a-kind' initiative
for the banking sector aimed at sharing expensive IT
resources so as to achieve economies of scale. One of
the notable achievements of IDRBT's has been the
implementation of Public Key Infrastructure (PKI)
based on electronic data transfer with very high
security levels. The Institute has also developed a
messaging standard known as Structured Financial
Messaging System (SFMS) with security features
superior even to SWIFT.

Security in Banking: Security in an Information
Technology based transaction processing
environment is also very much essential and critical.
Adequate security controls must be exercised in
place to protect the consumer interest. This includes
the validation of transactions with the maker-
checker concept, transmission of encrypted form of
electronic messages over a network, due
authentication by means of providing for digital
signatures and warchousing of electronic records in
conformity with the provisions of the “Information
Technology Act,2000and amendment Act 2008”.

Society for Word wide Interbank Financial
Telecommunication (S.W.LLF.T): The S.W.LF.T
provides reliable and expeditious
telecommunication facilities for exchange of
financial message all over the world. Presently
Mumbai acts as the gateway for SSW.LF.T. Soon
other cities will be joined in this network either
through leased lines or public data network. The
majority ofinternational interbank messages use the
S.W.LF.Tnetwork.

BANKNET: It is an internet based communication
network. It provides speed of financial transaction.
BANKNET had been setup in 1991 by the RBI, and is
meant to facilitate transfer of inter-bank (and inter-
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branch) messages within India by Public Sector
bankswho are members ofthisnetwork .

Institute for Development and Research in
Banking Technology (IDRBT): The main purpose
of IDRBT is to adopt research and development as
well as consultancy in the application of technology
to the banking and financial sector in the country.
Reserve Bank of India (RBI) established IDRBT in
1996.

OBJECTIVES AND HYPOTHESES

This study seeks to examine the impact of
technology on customer satisfaction in banking
services related with e-channels such as ATM, Tele-
banking Mobile banking and Internet banking in
National Capital Region Delhi.

In pursuance of the above objectives, the following
hypotheses were formulated for testing:

» HOl There is no impact of technology on
customer satisfaction on banking services in
NCRDelhi.

» HO02 There are no significant characteristics/
factor related to technology in banking services.

RESEARCH METHODOLOGY

Sampling Unit,Sample Selection and Sample Size

The population studied here is Indian retail bank
customers in Delhi and NCR region. The sampling
unit was the customers of four selected banks, two
banks from public sectors and two banks from
private sector. (i.e. State Bank of India, Punjab
National Bank, ICICI bank & HDFC Bank) who has
an account in any branch located in NCR Delhi.
Random sampling method was adopted to select the
customers. There was no discrimination on the bases
of occupation, age, or educational level. The sample
is broadly representative of the population for
purposes of cross sectional survey. Sample selection
was to ensure generalization and validity of
findings. Total 400 respondents were selected which
comprises of 100 respondents from each bank.
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Sampling procedure: To obtain a representative
sample, a probability sample of population was
drawn. 400 respondents were divided equally
among the four selected banks. In each bank simple
random sampling method was adopted. In simple
random sampling every member of the population
hasan equalchance ofbeing selected in sample.

Data Collection Method

The main instrument used for data collection in this
research was the questionnaire; the responses have
been collected by means of face-to-face interviews by
the author.

Measurement Scales Employed

The overall satisfaction of the respondents towards
the provision of different services was gauged using
a questionnaire containing close-ended question,
which were designed to ascertain the satisfaction
level of the respondents using a five point Likert
scale with following options: Excellent, Good,
Satisfactory, Poor, Worst. Excellent being the
highest satisfaction level followed by good,
satisfactory and poor. Worst was considered as the
no satisfaction level. The respondents were asked to
read the questions and then choose the option for
their response. Questions were explained to the
respondent if he/ she could not understand a
particular question. Prior to the final survey, the
questionnaire was pre-tested using a sample of
respondents similar in nature to the final sample.

Researchand Statistical Tools Employed

The research and statistical tools employed in
this study are frequency analysis, factor analysis,
and ANOVA (Analysis of variance). SPSS 16 was
used to perform the statistical analysis . The
reliability of the data was carried out by using
Cronbach's Alpha Value. Frequency analysis on the
main factor under study, indicated overall
satisfaction levels of the respondents with retail
banking in general. ANOVA was employed to find
the significant factor which will determine the
overall customer satisfaction.
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DATA ANALYSIS AND INTERPRETATION

The analysis of this data was divided into following
section:

(i) Demographic Factor Analysis

of Respondents . Table 1
(i) Reliability and Validity . Table2
(iii) Mean score of Customer

satisfaction level . Table 3
(iv) Computation of ANOVA . Table4
(V) KMO and Bartlett's Test . Tables 5
(Vi) Total Variance Explained . Tables 6
(Vii) Rotated Component Matrix :  Tables 7

The respondent profile as displayed in table 1
indicates the current scenario of banking sector and

their user's profile. Most of the respondents (35.8%)
were employed in private sector, were either
graduate (54.8%) or post graduate (35.5%)in the age
group of 20-40 years. The profile of respondents
indicates they are young, urban educated and
decently employed, which is the new generation
who aretech savvy and wants the services at the click
ofthe button or mouse.

Reliability & Validity: Table 2 reflects the result of
reliability analysis- Cronbach's Alpha Value. This
test measured the consistency between survey
scales. A Cronbach's Alpha score of 1.0 indicate 100
percent reliability. Cronbach's Alpha score were all
greater than the Nunnally's (1976) generally
accepted score of 0.7. The score was 0.936 for
different characteristic in the findings that indicates
reliability ofthe survey.

Table -1 : Demographic Factor Analysis of Respondents

Factor Frequency Percent Valid Cumulative
Percent Percent

Occupation Govt. service 90 225 225 22.5
Private service 143 35.8 35.8 58.2
Business 99 24.8 24.8 83.0
Student 68 17.0 17.0 100.0
Total 400 100.0 100.0

Age Group 20-30yrs 143 35.0 35.8 35.8
30-40yrs 126 315 315 67.2
41-50yrs 100 25.0 25.0 92.2
51yrs&above 31 78 7.8 100.0
Total 400 100.0 100.0

Educational Qualification Post Graduation 142 355 355 35.5
Graduation 219 54.8 54.8 90.2
10+2 34 8.5 8.5 98.8
Matriculation 5 12 1.2 100.0
Total 400 100.0 100.0

Respondent’s Bank SBI 100 25.0 25.0 25.0
PNB 100 25.0 25.0 50.0
ICICI 100 25.0 25.0 75.0
HDHC 100 25.0 25.0 100.0
Total 400 100.0 100.0
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Table -2: Reliability & Validity Statistics
Cronbach's Alpha Cronbach's Alpha Based on N of ltems No of cases
Standardized ltems
.936 932 29 400
Table 3 : Mean score of Customer satisfaction level
Characteristics ICICI HDFC SBI PNB Mean score of
four Banks
Location/proximity of ATM 3.97 3.79 3.77 3.58 3.77
Availability of cash 4.09 3.70 3.96 3.63 3.84
Time to process request 3.74 3.52 3.57 3.48 3.57
No of ATMs in locality 3.58 3.31 3.38 3.14 3.35
Response to query 3.68 3.39 3.42 3.14 3.40
Availability of desired forms 3.63 3.38 35 3.27 3.45
Availability of Cheque drop box 372 3.38 344 3.16 3.42
Printed statement of Transaction 3.63 3.37 3.64 3.63 3.57
Cash deposit facility 3.52 3.41 3.39 3.48 3.45
Availability of Networked (shared ) ATM 3.55 3.15 3.14 3.14 3.24
Fee charged for using other banks ATMs 3.26 3.15 2.82 2.89 3.03
Time required to get a response 3.22 3.43 2.72 2.76 3.03
Account balance enquiry 3.34 3.38 2.78 2.86 3.10
Statement of specific Accounts dates 3.24 3.13 2.85 2.76 3.0
Cheque stop payment instruction 3.05 2.89 3.25 2.96 3.04
Demand draft facility 3.21 3.02 2.7 2.53 3.89
Requisition of new cheque book 3.18 3.12 3.02 2.86 3.04
Money transfer between Accounts 2.81 2.88 2.33 2.45 2.61
Payment of utility bills 2.88 2.89 2.28 2.48 2.75
Credit card information 3.01 2.41 248 2.51 2.60
Availability of desired information on website 2.62 2.91 2.34 2.04 2.48
Security of transaction 2.52 2.79 2.2 1.93 2.36
Time to get password & user id 2.38 2.72 2.19 1.90 2.30
User friendly website 244 2.59 2.21 1.91 2.29
Utility bill payment facility 245 2.40 213 1.83 2.20
Prompt response to email query 2.44 2.35 1.92 1.75 212
SMS reminder 2.44 2.27 1.92 1.82 2.1
Request for a new Cheque book 2.43 2.37 1.95 1.79 2.14

Scale used : Excellent -5, Good-4,satisfactory-3, poor-2, Worse -1
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In order to find the impact of the technological
factors on the customer satisfaction, customers were
asked to give their responses from excellent to
worse. Excellent was given the score of 5, followed
by good-4, satisfactory -3 poor-2 and worse as 1.
These responses have been shown in the table-3.
The mean score of two or less than two has been
taken as poor satisfaction level. The mean score
between two to three has been considered as
satisfactory level. The mean score between three to
four has been considered as positive or good
satisfaction and any mean score above 4 is
considered as excellent satisfaction level. Higher the
mean score, higher is the satisfaction level similarly
lower the mean score (less than two) will indicate
lower satisfaction level or no satisfaction level.

Based on the mean score level as indicated in the
table-3, it was found that all the characteristics of the
e-banking channels have mean score above 2. This
indicates that generally the customers have given
satisfactory score to the e-banking channels
facilitated by the technology implementation. Also
there are 17 characteristics which have mean score
above 3 indicating that the customer satisfaction is
positive. This support the assumption that the
technology has a positive impact on banking
services and leads to the rejection of HOl  and
conclude that technology has a positive impact on
customer satisfaction on the banking services in
NCRDelhi

ANOVA Analysis : One way ANOVA was
performed on the basis of occupation , age group
education of the respondents and the bank used by
these respondents. The objective of the analysis was
to find if there are any significant characteristics
related to different aspects of technology in the
banking on the basis of these demographics. The
researchers have taken occupation as a factor for
ANOVA.We find that there are three characteristics,
where there is significant difference that exists
among the different occupation of the respondents.
These characteristics are “response to query,
availability of cheque drop box, queues at ATM”.
These differences are probably related to the
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availability of time , urgency of work and the nature
of business/ occupation. Similarly when we have
taken the age as a factor for ANOVA we find that
there are only two characteristics where, there is
significant difference existing among the different
occupation of the respondents. These characteristics
are in response to query, availability of cheque drop
box. These differences are probably due to the use of
technology driven channels by particular age group
especially younger generation and not across all age
groups. When we look at education as one of the
factors for ANOVA analysis we find that there is
significant difference that exists among the
respondents for the same two characteristics :
“responseto query,availability ofcheque drop box™.

However, when we take bank as factor for ANOVA
analysis we find that there is significant difference
that exists among the of the respondents in many
characteristics such as “response to query,
availability of cheque drop box, queues at ATM,
availability of cash, printed statement of transaction,
time required to get a response, account balance
enquiry, security of transaction, SMS reminder/
confirmation of transaction and different request
through mobile banking . This further strengthens
the arguments that there are significant variances in
customer responses.

When we look at the overall ANOVA analysis, we
find that there are significant difference in the
responses in many characteristics such as “response
to query ,availability ofchequedrop box,queues at
ATM” on the basis of occupation , educational
qualification of the respondents and across and
banks. Whereas some characteristics such as “time
to process request, cash deposit facility , printed
statement of transaction , time required to get a
response , availability of Networked (shared )
ATMs, account balance enquiry , Security of
transaction, SMS reminder /confirmation of
transaction, different requests on mobile” are
significant characteristics across the banks, which
will have an impact on customer satisfaction. Hence
we reject HO2 and conclude there are significant
characteristics related to technology in banking
services as indicate above and all the banks should
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ensure that these characteristics are taken care of in

ordertoenhance customer satisfaction.

Results of the KMO and Bartlett's test of spherecity
are shown in Table 4. Bartlett's test of spherecity was
significant at the 0.000 level and that implies the

presence of nonzero correlation. The overall
measure of sampling adequacy (MSA) was 0.932

which exceeds the recommended cut-offlevel of 0.5
and individual measures were all well above this

cut-offlevel.

Table -4 : Computation of ANOVA ( 0.05 Significance level)

Impact of Technology in Banking Sector:

A Study in NCR Delhi

Characteristics Occupation Age Group Educational Banks
Qualification

F value Sig. F value Sig. F value Sig. F value Sig.
Location/proximity of ATM 2.725 044 1.210 .300 1.210 .300 3.406 .018
Availability of cash 1.711 164 722 632 722 632 7.350 .000*
Time to process request 1.481 219 1.803 .097 1.803 .097 1.602 .188
No of ATM in locality 2.678 047 1.429 202 1.429 202 3.737 01
Response to query 5.106 .002* 2.667 .015* 2.667 .015* 5.003 .002*
Availability of desired forms 3.148 .025 1.589 149 1.589 149 2.603 .052
Availability of cheque drop box 4.223 .006* 2.063 .057* 2.063 .057* 4.991 .002*
Queues at ATM 4.043 .008* 1.623 139 1.623 139 2.110 .098*
Printed statement of Transaction 3.644 013 1.485 182 1.485 182 4.046 .007*
Cash deposit facility 3.736 011 2.659 .015 2.659 .015 1.531 .206
Availability of Networked(shared ) ATM 1.324 .266 1.453 193 1.453 .193 9.530 .000*
Fee charged for using other banks ATMs 3.023 .030 1.352 233 1.352 233 3.720 012
Time required to get a response 1.139 .333 1.475 185 1.475 .185 5.750 .001*
Account balance enquiry .845 470 .765 .598 .765 .598 4.339 .005*
Statement of Accounts between specific dates 1.639 180 1.954 .071 1.954 .071 2.957 .032
Cheque stop payment instruction 1.346 .259 .334 919 334 919 .329 .804
Demand draft facility 2.822 .039 1.133 342 1.133 342 3.577 014
Requisition of new cheque book 2.318 .075 1.298 257 1.298 257 3.466 .016
Money transfer between Accounts 2.115 .098 .869 517 .869 517 2.486 .060
Payment of utility bills .535 .659 .844 537 844 .537 3.238 .022
Credit card information .569 635 1.395 215 1.395 215 2.847 .037
Availability of desired information on website 1.185 315 1.714 116 1.714 116 3.750 011
Security of transaction A1 .745 1.619 140 1.619 140 4.050 .007*
Time to get password & user id 619 .603 1.525 .169 1.525 .169 3.399 018
User friendly website .190 .903 1.582 151 1.582 .151 2.458 .062
Utility bill payment facility 453 716 1.565 156 1.565 156 2.290 .078
Prompt response to email query .924 429 1.867 .085 1.867 .085 3.192 .024
SMS Reminder/ confirmation of transaction 711 546 1.722 115 1.722 115 8.218 .000*
Different Request through mobile 490 .689 1.635 136 1.635 136 8.211 .000~

*Responses are significant at 0.05 levels
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Table -5 KMO and Bartlett's Test
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 932
Bartlett's Test of Sphericity Approx. Chi-Square 8431.234
df 406
Sig. .000
Table -6 : Total Variance Explained
Initial Eigen values Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings
Component | Total % of Cumulative % of Cumulative % of Cumulative
Variance % Total Variance % Total Variance %
1 10.679 36.826 36.826 10.679 36.826 36.826 6.242 21.524 21.524
2 3.776 13.021 49.847 3.776 13.021 49.847 5.836 20.125 41.649
3 2.604 8.978 58.825 2.604 8.978 58.825 4.523 15.596 57.245
4 1.143 3.943 62.768 1.143 3.943 62.768 1.326 4572 61.818
5 1.041 3.591 66.359 1.041 3.591 66.359 1.317 4541 66.359
6 .936 3.228 69.586
7 .830 2.861 72.447
8 764 2.633 75.081
9 874 2.323 77.403
10 634 2.186 79.589
11 617 2.129 81.717
12 559 1.927 83.645
13 509 1.756 85.400
14 492 1.698 87.098
15 454 1.565 88.663
16 447 1.540 90.203
17 425 1.465 91.668
18 .364 1.256 92.924
19 310 1.070 93.994
20 .303 1.044 95.037
21 257 .886 95.924
22 215 741 96.664
23 193 .666 97.330
24 168 579 97.910
25 .156 538 98.448
26 130 448 98.896
27 127 440 99.335
28 113 .391 99.726
29 079 274 100.000
Extraction Method: Principal Component Analysis.
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Factor Analysis

To reduce the factors influencing the satisfaction
level of the customers in availing the technology
enabled services offered by banks in India, there are

29 different factors that have been taken into study
and admitted into factor analysis to predict the most
influencing factors which will determine the
satisfaction level ofthe customers. Overall, the set of

Table -6 :Rotated Component Matrix®
Component
1 2 3 4 5
Location/proximity of ATM .065 .150 624 .154 287
Availability of cash .045 014 704 -.022 -.007
Time to process request .070 .091 .699 .013 -134
No of ATM in locality .083 -.027 .689 .089 .268
Response to query .164 .000 .685 .000 -.083
Availability of desired forms 148 .026 632 -.071 .016
Availability of cheque drop box .104 .050 716 .093 .039
Queues at ATM 118 128 647 .092 .039
Printed statement of Transaction .053 .209 523 .091 -409
Cash deposit facility .209 118 423 .379 -314
Availability of Networked(shared ) ATM 227 157 444 574 -072
Fee charged for using other banks ATMs 126 144 -.011 .826 124
Time required to get a response .808 224 132 .097 .068
Account balance enquiry .839 .166 124 .058 .039
Statement of Accounts between specific dates 817 195 159 .098 .060
Cheque stop payment instruction .637 .054 .103 .140 .029
Demand draft facility .832 .186 143 .003 014
Requisition of new cheque book .801 .223 107 .056 .083
Money transfer between Accounts .748 .302 136 .040 .052
Payment of utility bills 777 .304 .080 .088 .044
Credit card information 727 .351 126 -.005 -.040
Availability of desired information on website .307 875 .073 .083 .026
Security of transaction 264 912 077 .079 .016
Time to get password & user id .258 .892 .045 .070 -.010
User friendly website .251 .896 .062 .07 -.006
Utility bill payment facility 291 841 112 .061 .158
Prompt response to email query .251 .855 135 .095 129
SMS Reminder/ confirmation of transaction .254 .561 143 .063 590
Different Request through mobile 274 A72 131 114 .658
Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
A. Rotation converged in 6 iterations.
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data meets the fundamental requirements of factor
analysis satisfactorily (Hair et al, 1998). In analyzing
the given data, the 29 response items were subjected
to a factor analysis using the principal component
method. Using the criteria of an Eigen value greater
than 1, five clear factors emerged accounting
for 66.35 % of the total variance. As in common
practice, a Varimax rotation with Kaiser
Normalization was performed to achieve a simpler
and theoretically more meaningful factor solution.
The Cronbach's alphas score for all the factors was
0.936 (Table 2).

It is clear from the factor loadings as highlighted in
Table 7that five factors emerged. These five factors
represent different elements of technology related
to services that form the underlying factors from the
original 29 scale response items given. Referring to
the Table 7 above, factor 1 represents elements of the
internet banking directly related to function of
websites of banks; it is therefore labeled as
“Functionality of Internet banking . These elements
are: time required to get a response, account balance
enquiry, Statement of Accounts between specific
dates, demand draft facility, and requisition of new
cheque book. Factor 2 represents operation of
websites and has been labeled as “Operation of
Internet Banking”. These elements are: availability
of desired information on website, security of
transactions, time to get password & user id, user
friendly website, utility bill payment facility, and
promptresponsetoemail query.

Factor 3 represents elements directly related to
operation / function of the ATM . Therefore are
labeled as “Operational / Functionality of ATM”.
These elements are availability of cash, time to
process request, availability of cheque drop box,
response to query. Factor 4 represents sharing of
ATMs of others banks; it is therefore labeled as
“Sharing of ATM”. The elements are availability of
shared/ networked ATM and fee charged for using
shared ATM. Factor 5 represents elements of mobile
banking and are labeled as “Mobile Banking
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Factors”. These elements are SMS reminder/
confirmation of transaction and different request
through mobile phone. Factor analysis leads us to
rejection of Ho2, as we have found out there are five
factors related to technology as described above
which will have significant impact on the customer
satisfaction.

CONCLUSION

Analysis of the customer responses indicates that
technology has a positive impact on the customer
satisfaction on banking services in NCR Delhi. It
indicates that inclusion of technology driven
channels such as ATM , Internet banking, Tele-
banking and Mobile banking has helped the banks to
improve the customer satisfaction and increased
retention of customers which is a win-win situation
for both banks and customers. The study has found
that there are characteristics which will have an
impact on the satisfaction levels of the customers.
The most significant characteristics are “response
to query, availability of cheque drop box, queues at
ATM” across occupation , educational qualification
of the respondents and across banks. Other
characteristics such as “time to process request, cash
deposit facility , printed statement of transaction ,
time required to get a response , availability of
Networked (shared ) ATMs, account balance
enquiry , Security of transaction, SMS reminder
/ confirmation of transaction, different requests on
mobile” are significant characteristics across the
banks. In general,today's peoplelive in an IT era, so
the technological advancement and interaction in
banking service industry is completely inevitable
and most invited. The technological development
has enhanced all the segments to update their
business and individual operations in a simplified
and most convenient manner and banking industry
is not a exception to it. The technological
advancement and intervention in the banking sector
not only facilitates the banks to offer value added
financial services to its customers, but also helps to
maintain the bulk volume of daily financial

a AMITY

BUSINESS SCHOOL



Impact of Technology in Banking Sector:
A Study in NCR Delhi

transactions and constructing a wide range of data
warehousing, so that the bank can construct,
develop and maintain a complete data base of the
customer. This database will be used to build up
strong customer relationship management. The
technology enables retail delivery channels such as
ATM, Internet banking, Mobile banking, Tele-
banking which has helped the banks to reduce their
transaction cost and enhanced the convenience to
the customers to a great extent. The 24x7 banking
was made possible because of technology enabled
services and one click banking is the result of the
technology.

LIMITATION OF THE STUDY

The study has been carried out in the National
Capital Region, which is the metropolitan city area,
where the education level and income level of the
population is very high as compared to the rest of
India, except the other metropolitan cities. Hence,
the finding of the research can be generalised only
for urban areas and cannot be generalised for the
whole country.

IMPLICATION  FOR THEORY AND
PRACTICE

This research focused on determinants of e delivery
channels and the significant factors associated with
these delivery channels and how the technology has
changed the way retail banking is carried out in
India now by the customers. However, the research
did not study the association between customer
satisfaction and retention of customers. Additional
research may well explore the relationship between
these two constructs. Future research may explore
the association between age and attitude and
determine its effects on the delivery channels'
quality and customers' satisfaction. Similar research
can be undertaken in the rural area to find the
differences between the customer satisfaction level
of urban and rural customers.

a AMITY

3/ BUSINESS SCHOOL

68

MANAGERIAL IMPLICATIONS

Even though thereis arapid increase in the number
ofautomated delivery channels but many a time the
customers experiences that uninterrupted services
are not available due many factors including the
technological factors such as non availability of
internet or server which hampers the smooth
operation of e- delivery channels .The study
providesnecessary inputtothe bank managementto
increase customers' satisfaction through improving
delivery quality ofe-channels . Although banks have
undertaken many measures related to security of
transaction, the perception of the customer has not
changed to that extent. It is more important in case of
internet banking and mobile banking which has
wide potential to reach to different segments of
customer and reduce the transaction cost as well as
lower the volume of transaction at bank. To further
improve the service delivery quality, banks may
provide enhanced interactivity, diversified
offerings, and facilitate customers to participate in
improving the service encounter with them and
make it a memorable and pleasant experience. The
banks should focus not only on the customer
satisfaction, but also aim at delighting them to
ensure their retention.
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in Service Sector of India with
dpecial Reference to Banking and Reality Sector
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Intellectual capital constitutes Human Capital, Structural
Capital & Relational Capital. Structural capital is the
supportive infrastructure, processes and databases of the
organization that enable the human capital to function
(M addocks, 2002). Because of its diverse components,
structural capital can be classified further into organization,
process and innovation capital. Organizational capital
includes the organization philosophy and systems for
leveraging the organization's capability. Process capital
includes the techniques, procedures, and programs that
implement and enhance the delivery of goods and services.
Innovation capital includes intellectual properties and
intangible assets (Edvinsson, 1997).

Structural Capital includes culture, spirit of firms,
copyrights, trademarks, patents, internal databases;
management processes (Seetharaman et al., 2004). Many
other authors like Abdel Aziz, Ahmad Sharabati, Shawqi
Naji Jawad, Nick Bontis, Yusuf Topal, M. Kemalettin ,
Conkar Mustafa Saudah Sofian, Mike Tayles, Richard Pike,
Mark A. Youndt and Scott A. Snell haveused questionnaires
to identify the factors of structural capital which were read
and analyzed and incorporatedin this study.

After an in depth analysis of literaturerelated to the subject a
questionnaire was formulated. This questionnaire was
circulated amongst the middle management level of the
servicesector and then analyzed using PASW. Thereliability
test was conducted, descriptives were calculated, levene's
test and correlation was applied.

The author tries to find the relevant factors of structural
capital for banking sector and readlity sector. It was also
analyzed if there is a difference in the private and public
sectors banks with regard to structural capital. Also, the
difference in structural capital in reality sector and banking
sectorwas analyzed.

Keywords: Culture, Process and Internal Database.
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INTRODUCTION

Structural capital is the supportive infrastructure,
processes and databases of the organization that
enable human capital to function (Maddocks, 2002).
Structural capital includes such traditional things
as buildings, hardware, software, processes,
patents, and trademarks. In addition, structural
capital includes such things as the organization's
image, organization information system, and
proprietary databases. Because of its diverse
components, structural capital can be classified
further into organization, process and innovation
capital. Organizational capital includes the
organization's philosophy and systems for
leveraging the organization's capability. Process
capital includes the techniques, procedures,
and programs that implement and enhance
the delivery of goods and services. Innovation
capital includes intellectual properties and
intangible assets (Edvinsson, 1997). Intellectual
properties are protected commercial rights such as
copyrights and trademarks. Intangible assets are all
of the other talents and theory by which an
organizationisrun.

LITERATURE REVIEW

Many researches have been conducted on the
structural capital and have identified the various
factors of structural capital; the effect of structural

a AMITY

BUSINESS SCHOOL



Structural capital: Concept and its Application in Service Sector of India with

Special Reference to Banking and Reality Sector

capital on profitability, productivity etc. but this
subject is relatively new for India. Thus, this was the
motivation behind this paper. In order to
understand the Indian perspective on the topic,
literature on the subject wasreviewed.

RESEARCH OBJECTIVES

* Toidentify the key factors of structural capital in
service sector ofIndia.

e To study the key characteristics and
interrelationships among them that define
structural capital concept.

e To do a comparative analysis of structural
capital between private and publicbanks.

e To do a comparative analysis of structural
capitalin banking and reality sector.

HYPOTHESES

Accordingly, the following hypotheses were framed
for thestudy:

HO1: There is no significant difference
between different factors that contribute towards
structural capital process in private and public sector
banks.

HA1: There is significant difference between
different factors that contribute towards structural
capitalprocessin private and publicsector banks.

HO2: There is no relationship between different
factors of structural capital concept.

HA2: There is relationship between factors of
structural capital concept.

HO03: There is no significant difference between
different factors that contribute towards structural
capital processin banking and reality sector.

HA3: There is significant difference between
different factors that contribute towards structural
capital processin banking and reality sector.
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RESEARCH METHODOLOGY

It is not sufficient to rely only on the human capital
but also emphasize on structural capital. Twelve of
its characteristics were identified as follows:

System: This factor concentrates on whether
organizations have systems and programs in
place, like recruitment, succession training, and
reward systems. A system refers to a detailed,
step by step approach or process followed
consistently throughout the organization all the
time.

Research and Development: This factor assesses
whether organizations invest in research and
development. Research and development means
searching for better methods, product- ideas and
developing them into products, processes etc.

Intellectual Property Rights: This factor
emphasizes if organizations invest in copyrights,
trademarks etc.

Information System: It depicts whether
organizations have strong information systems or
not. Information system is a system by which
information can be stored, retrieved and used.

Culture: Depicts if companies have positive culture.
Culture refers to shared beliefs that people have
abouttheorganization.

Learning Organization: Assesses if organizations
believe in learning from each other and knowledge
sharing. A learning organization has a beliefthat the
organization should never stop learning; it is an
ongoing process thathelpsthe organization improve
and getbetter and better.

New Ideas: If companies promote suggestions from
employees and develop new and better ideas and
products. It means that there is an effort to promote
new ideas.

Documentation: Whether companies documents
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their knowledge. Everything should be documented
sothatitactsasready madereference for future.

Strategy: Emphasizes if companies have a strategy
in place. A strategy is a plan of action which is
formulated keeping in mind the environment both
internal and external, customers, marketing mix etc.

Communication: Are there open communication
channels. Communication is significant for an
organization, if there is lack of proper
communication then the organization can never
achieveits objectives.

Authority Responsibility: This factor focuses on if
the job responsibility and roles are clearly defined.
Doesthecompany haveawelldefined hierarchy?

Participation: Means promoting democratic set up.
It means all level employees are allowed to
participate in the decision making.

Data Collection

The research design of the study categorizes service
sector into five major areas i.e., banking, hotels,
telecommunication, and realty and information
technology. The questionnaire was distributed to
300 respondents personally and via mail, out of
which 243 were returned hence the response rate
was 81%. Random sampling method was used to
collect the data. However, this paper concentrates
on

a) 39responseseach from publicand private sector
banks.

b) 46 responses each from banking sector and
reality sector.

Questionnaire

After an in-depth literature review a questionnaire
containing 123 questions was formulated. The
questionnaire had the following factors (containing
various questions)taken from variousresearches:

Table 1: Conceptualization of Structural Capital

Authors

Definitions of Structural Capital

(Alama, 2007)

Intangibles that determine the manner of working of a company.

(Carson et al. 2004)

Processes and procedures that arise from employee intellectual
contribution.

(Ordofiez de Pablos, 2004)

Knowledge that remains in the organization when employees return
to their homes and, therefore, is owned by the firm. In this sense,
SC is integrated by organizational routines, strategies, process
manuals and databases.

(CamisénZornosa et al. 2000)

Knowledge that the organization has internalized and that remains
within its structure processes or culture although employees leave.

(Kogut& Zander, 1996)

Elements that belong to the organization and that facilitates its
configuration as an entity providing coherence and superior
principles for coordination.

(Euroforum, 1998)

Knowledge that can be reproduced and shared and, therefore,
becomes somewhat explicit.

(Bontis, 1996)

Those technologies, methodologies and processes that make the
functioning of the organization possible, this is, basically the
elements that define the working mode of the firm.
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Table 2: Constituents of Structural Capital

Author Name Year

Constituents of SC

Maddocks 2002

supportive infrastructure, processes and databases of the organization that enable human capital to
function

Edvinsson 1997

Organization, process and innovation capital. Organizational capital includes the organization
philosophy and systems for leveraging the organization’s capability. Process capital includes the
techniques, procedures, and programs that implement and enhance the delivery of goods and services.
Innovation capital includes intellectual properties and intangible assets

Bontis 2000

mechanisms and organizational procedures which support the employees in completing their tasks, and
includes all non-human storehouses of knowledge in organizations like databases, process manuals,
routines, strategies, and anything whose value to the company is higher than its material value

Seetharaman et al. 2004

Cultural, spirit of firm, copyrights, trademarks, patents, internal databases, management processes

Lénnqvist 2004

Technologies, information systems, databases, processes, culture and values, management
philosophy, patents, copyrights, trade secrets & other immaterial properties

Knight 1999

Organization’s strategies, internal networks, systems, databases and files, as well as its legal rights to
technology, processes, inventions, copyrights, trademarks, trade secrets, brands and licenses.

Saint-Onge, Hubert 1996

o Systems - the way in which an organization’s processes (information, communication, decision
making) and outputs (products/services and capital) proceed.

o Structure - the arrangement of responsibilities and accountabilities that defines the position of and
relationship between members of an organization.

o Strategy - the goals of the organization and the ways it seeks to achieve them.

o Culture - the sum of individual opinions, shared mindsets, values, and norms within the
organization.

Table 3: Table showing variables and factors taken from various researches
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Sample

Multistage Stratified Random Sampling was used.
Data was gathered from Prowess. In all the five

Table 5: Table showing sample description based on
companies in which respondents work

Organisation

S.No. Factor Research

1. System Bontis 1998, Ali et.al 2010

2. Research and Development Bontis 1998

3. Intellectual Property Rights Bontis 1998

4. Information System Youndt and Snell 2004, Ali et.al 2010

5. Culture Ali et.al 2010

6. Learning Organization Ali et.al 2010

7. New Ideas Bontis 1998, Sofian et.al

8. Documentation Youndt and Snell 2004

9. Strategy Ali et.al 2010

10. Communication Organizational Culture Questionnaire by Human Factors International 2011
11. Authority Responsibility Organizational Culture Questionnaire by Human Factors International 2011
12. Participation Organizational Culture Questionnaire by Human Factors International 2011
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sectors top 3 companies were selected. Criterion of Frequency | Percent | Valid Cumulative
selection of the companies was Net Sales for March Percent | Percent
2012 in Rs Million. Hence the companies selected are ICICI 25 10.3 10.3 10.3
as follows: HDFC 20 8.2 8.2 18.5
Axis 13 5.3 5.3 23.9
Table 4: Organizations that are part of the study SBI 31 128 128 36.6
S. No. Company/ Organization Name PNB 30 123 123 49
1. State Bank of India Canara 2 8.6 8.6 576
5 Punjab National Bank Indian Hotels | 17 7 7 64.6
Reliance 2 0.8 0.8 65.4
3. Canara Bank
DLF 2 0.8 0.8 66.3
4. ICICI Bank Ltd. Wipro 10 4.1 4.1 70.4
5. HDFC Bank Ltd. Omaxe 13 5.3 5.3 75.7
6. Axis Bank Lid. Infosys 3 1.2 1.2 77
TCS 22 9.1 9.1 86
7. Indian Hotels Co. Ltd.
EIH 1 0.4 0.4 86.4
8. EIH JAYPEE 31 128 | 128 | 992
9. Mahindra Holidays & Resorts India Ltd. Airtel 2 0.8 0.8 100
10. Bharti Airtel Ltd. Total 243 100 100
11. Reliance Communication Ltd.
12, Idea Cellular Ltd. Table 6: Table showing sample description
based on gender of respondents
13. Jaypee
Gender
14, DLF Frequency | Percent | Valid Cumulative
15, Omaxe Lid. Percent | Percent
Valid | Male 187 77 77 77
16. Tata Consultancy Services Ltd.
Female | 56 23 23 100
17. Wipro Ltd. Total | 243 100 100
18. Infosys Ltd.
Data Analysis

The idea was to collect 31 responses from each
organization but it was not possible thus the detailed
company wise response description is given in the
nexttable.

Amity Business Review
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Reliability Analysis: Cronbach alpha was computed
using SPSS for all the factors and the entire
questionnaire in order to test the internal consistency
ofthe questions.
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Table 7: Reliability Test

Table 8: Table showing sample description based
on banks in which respondents work

Organisation

Organization

S.No. | Name of construct Value of Cronbach alpha
1. System 0.809
2. Research & Development 0.906
3. Intellectual Property Rights 0.963
4, Information System 0.879
5. Culture 0.737
6. Learning Organization 0.793
7. New Ideas 0.931
8. Documentation 0.806
9. Strategy 0.569
10. Communication 0.878
11. Authority Responsibility 0.900
12. Participation 0.912

The value of Cronbach alpha for all the above factors
is more than 0.7 except in case of strategy. Hence,
there is internal consistency in all the factors except
in the factor strategy.

Descriptives

The descriptive analysis was conducted using SPSS
for both private and public banks and the following
results were found:

Frequency | Percent | Valid Cumulative
Percent | Percent

Valid | ICICI 13 16.7 16.7 16.7

HDFC 13 16.7 16.7 333

Axis 13 16.7 16.7 50

SBI 13 16.7 16.7 66.7

PNB 13 16.7 16.7 83.3

Canara | 13 16.7 16.7 100

Total 78 100 100

So, from each bank we have taken 13 respondents
each. Total 39 responses are from private banks and
39responsesare from publicbanks.

a) Comparison of publicand private sectorbanks

The above table depicts that Information System
is the most important factor of structural capital
for private banks. After Information System,
Culture and Authority and Responsibility are

Table 9: Table showing mean and standard deviation of all factors of structural capital for private and public banks
PRIVATE SECTOR BANKS PUBLIC SECTOR BANKS
Factor Mean Standard Deviation Factor Mean Standard Deviation
System 3.92 0.923 System 3.93 0.916
Research and Development 3.86 0.873 Research and Development 3.93 0.860
Intellectual Property Right 3.52 0.719 Intellectual Property Right 3.12 0.884
Information System 415 0.765 Information System 4.31 0.758
Culture 3.99 0.755 Culture 4.09 0.792
Learning Organization 3.95 0.789 Learning Organization 4.11 0.797
Documentation 3.57 0.901 Documentation 3.89 0.909
Strategy 3.1 1174 Strategy 364 | 1.031
Communication 3.95 0.829 Communication 4.03 0.802
Authority Responsibility 3.97 0.713 Authority Responsibility 4.07 0.778
Participation 3.85 0.770 Participation 3.87 0.865
New ldeas 3.68 0.845 New |deas 3.73 0.963
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the most important factors of structural capital
for private banks. As noticed, while taking the
responses, Intellectual Property Rights is a
factor which is not applicable to banking sector
especially as they have to follow the Banking
Regulations Act and they do not focus on
Intellectual Property Rights. Also, it shows that
Learning Organization, Communication,
Research and Development and Participation
are important factors of structural capital in
private banks. On the other hand, Strategy,
Intellectual Property Rights, Documentation
and New Ideas are less important factors for
private sector banks as their mean value
variated between 3 to 3.7. Maximum variability
is noticed in the responses of Strategy, System
and Documentation. Minimum variability was
noticed in the responses of Authority
Responsibility, Intellectual Property Rights,
Culture,and Information System.

The table above shows that mean value is
highest for Information System (4.15) for private
banks while the mean value is highest for
Information System (4.31) in public sector
banks. The lowest mean value for private
sector bank is of strategy (3.1) and that for public
sector bank is that of Intellectual Property Rights
(3.12). Second highest mean value for private
sector bank is that of Culture (3.99). Second
highest mean value for public sector bank is that
of Learning Organization (4.11).Authority
Responsibility has the third highest mean value
for private banks of 3.97 while Culture has the
third highest mean value for public sector banks
0f4.09. Incase of public sector banks five factors
have mean value of more than 4 i.e. Information
System, Learning Organization, Culture,
Authority Responsibility and Communication
while in case of private banks only one factor has
mean value of more than 4 i.e. Information
System.

Minimum variability is observed in the
responses for the factor Authority
Responsibility (0.713) in case of private sector
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banks and incase of public sector banks,
minimum variability is observed in the
responses for the factor Information System
(0.758). Maximum variability is observed in the
responses of factors Strategy (1.174, System
(0.923) and Documentation (0.901) in case of
private banks while in case of public sector
banks maximum variability is observed in the
responses of the factors Strategy (1.031), New
Ideas (0.963)and Documentation (0.909).

HYPOTHESIS TESTING

The T-test examines the difference in mean values of
the (twelve) variables among two groups (private
and public banking sector organizations) and
calculates the probability that the observed
difference in mean results from sampling error
alone. Table 11 of independent sample t-test
compared twelve aspects of Structural Capital and
total SC of the two sectors. The results in Table 10
indicated that there was no significant difference in
mean score of private and public banking sector
employees overall SC score. Hence, HO1 is accepted.
Table 11 indicates that there was no significant
difference in the mean scores of private and public
sector organization among any of the structural
capital factors.

For second hypothesis testing bivariate pearson
correlation (Table 12) was used. It was found that all
aspects of Structural Capital were highly positively
correlated with each other except Intellectual
Property Rights and Strategy, as we have already
seen that bank employees feel Intellectual Property
Rights has no role to play in banks and also the
reliability of strategy is very low. Correlation
between all the factors and Intellectual Property
Rights variates from 0.231 to 0.391(low) and that
between all the other factors and strategy variates
from 0.135 to 0.436 (low). Also, correlation between
Information System and New Ideas is 0.456 and that
between Information System and Documentation is
0.469. The correlation between documentation and
cultureis 0.493. The correlation amongst all the other
factorsis greater than 0.501.
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Table 10: T-Test Result for overall SC score for public and private sector banks

Levene's Test for
Equality of Variances
F Sig. t Df Sig. (2-tailed)

Sc Equal variances assumed 1.122 0.293 -0.923 76 0.359

Equal variances not assumed -0.923 73.884 0.359

Table 11: T-Test Result for SC factors for public and private sector banks
Levene's Test for
Equality of Variances
F Sig. t Df Sig. (2-tailed)

System Equal variances assumed 0.058 0.811 -0.564 76 0.574

Equal variances not assumed -0.564 75.954 0.574
Research and Equal variances assumed 0 0.998 -0.479 76 0.633
Development Equal variances not assumed -0.479 75.781 0.633
Intellectual Property | Equal variances assumed 0.053 0.818 2.744 76 0.008
Rights Equal variances not assumed 2.744 71.324 0.008
Information System | Equal variances assumed 4.846 0.031 -1.332 76 0.187

Equal variances not assumed -1.332 73.951 0.187
Culture Equal variances assumed 3.41 0.069 -0.935 76 0.353

Equal variances not assumed -0.935 72.149 0.353
Learning Equal variances assumed 0.608 0.438 -1.278 76 0.205
Organization Equal variances not assumed -1.278 75.999 0.205
New ideas Equal variances assumed 1.79 0.185 0.01 76 0.992

Equal variances not assumed 0.01 73.941 0.992
Documentation Equal variances assumed 0.956 0.331 -1.866 76 0.066

Equal variances not assumed -1.866 75.577 0.066
Strategy Equal variances assumed 3.401 0.069 -2.81 76 0.006

Equal variances not assumed -2.81 71.844 0.006
Communication Equal variances assumed 0.282 0.597 -0.614 76 0.541

Equal variances not assumed -0.614 75.675 0.541
Authority Equal variances assumed 2.036 0.158 -0.81 76 0.42
Responsibility Equal variances not assumed -0.81 75.132 0.42
Participation Equal variances assumed 2.275 0.136 -0.15 76 0.881

Equal variances not assumed -0.15 73.269 0.881
v AMITY 78 Amity Business Review
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Table 12: Correlation

Correlations
system rd ip is | culture lo ni doc | strategy | com ar par
System Pearson 11 .799 311 584 510 575 .567 501 316 | .623 | .567 481
Correlation
Sig. (2-tailed) .000 | .006 | .000 .000| .000| .000 .000 .005 | .000 | .000 | .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Researchand | Pearson 799 1 390 | .668 556 | .654| .671 522 372 | 623 | 595 583
Development | Correlation
Sig. (2-tailed) .000 .000 | .000 .000 | .000| .000 .000 .001 | .000 | .000 | .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Intellectual Pearson 311 390 1] .264 199 315| .380 231 135 | 298 | 314 | .39%4
Property Rights| Correlation
Sig. (2-tailed) .006 | .000 019 .081| .005| .001 042 240 | .008 | .005 .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Information Pearson 584 | .668 .264 1 567 | 510 .456 469 378 | .363 | .509 376
System Correlation
Sig. (2-tailed) .000 | .000 .019 .000 | .000 (| .000 .000 .001 .001 | .000 .001
N 78 78 78 78 78 78 78 78 78 78 78 78
Culture Pearson 510 | .556 199 567 1] .635| .559 493 270 568 | .586 .525
Correlation
Sig. (2-tailed) .000 | .000 .081 .000 .000 | .000 .000 017 .000 | .000 .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Learning Pearson 575 | .654 315 510 .635 1 .725 681 .349 .654 | .700 673
Organization | Correlation
Sig. (2-tailed) .000 | .000 .005 .000 .000 .000 .000 .002 .000 | .000 .000
N 78 78 78 78 78 78 78 78 78 78 78 78
New Ideas Pearson 567 | .671 .380 .456 B89 | 725 1 741 379 .756 | .769 .838
Correlation
Sig. (2-tailed) .000 | .000 | .001 | .000 .000 | .000 .000 .001 | .000 | .000 | .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Documentation| Pearson 501 | .22 | 231 469 493 | 681 4 1 436 | 661 | .622 71
Correlation
Sig. (2-tailed) .000 | .000 | .042 | .000 .000 | .000(| .000 .000 | .000 | .000 | .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Strategy Pearson 316 | 372 135 378 270 | 349 .379 436 1 241 | 295 .316
Correlation
Sig. (2-tailed) .005 | .001 | .240 | .001 .017| .002 | .001 .000 .034 | .009 | .005
N 78 78 78 78 78 78 78 78 78 78 78 78
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Correlations
system rd ip is culture lo ni doc | strategy com ar par
Communication| Pearson 623 | 623 298 | .363 568 | .654| .756 .661 241 1] .808 .826
Correlation
Sig. (2-tailed) .000 | .000 | .008 | .001 .000 | .000| .000 .000 .034 .000 .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Authority Pearson 567 | 595 | .314 | .509 586 | .700| .769 622 295 | .808 1 790
Responsibility | Correlation
Sig. (2-tailed) .000 | .000 | .005 | .000 .000 | .000| .000 .000 .009 | .000 .000
N 78 78 78 78 78 78 78 78 78 78 78 78
Participation Pearson 481 | 583 | .394 | .376 525 | .673| .838 711 316 | .826 | .790 1
Correlation
Sig. (2-tailed) .000 | .000 | .000 | .001 .000 | .000| .000 .000 .005 | .000 | .000
N 78 78 78 78 78 78 78 78 78 78 78 78

b) Comparison ofbanking sectorand reality sector

Table 13: Table showing mean and standard deviation of all factors of structural capital for banking and reality sector

Banking Sector Reality Sector
Factor Mean Standard Deviation Factor Mean Standard Deviation
System 3.88 0.973 System 3.43 0.835
Research and Development 3.88 0.868 Research and Development 3.70 0.839
Intellectual Property Rights 3.40 0.728 Intellectual Property Riights 3.52 0.705
Information System 4.20 0.809 Information System 3.72 0.715
Culture 4.03 0.777 Culture 3.55 0.741
Learning Organization 4.04 0.807 Learning Organization 3.84 0.592
Documentation 374 0.978 Documentation 3.55 0.756
Strategy 3.16 1.183 Strategy 3.58 0.778
Communication 4.02 0.849 Communication 3.78 0.695
Authority Responsibility 4.05 0.775 Authority Responsibility 3.79 0.737
Participation 3.89 0.780 Participation 3.67 0.695
New Ideas 3.69 0.915 New |deas 3.65 0.743

The above table depicts that Learning Organization
is the most important factor of structural capital for
reality sector. After Learning Organization,
Authority Responsibility and Communication are
the most important factors of structural capital for
reality sector. Also, it shows that Information System
and Research and Development are important
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in the responses of Learning Organization,
Communication and Participation.

The table above shows that mean value is highest for
Learning Organization (3.84) for reality sector while
the mean value is highest for Information System
(4.20) for banking sector. The lowest mean value for
reality sector is of system (3.43)
and that for banking sector is that of strategy ( 3.16).
Second highest mean value for reality sector is that of
Authority Responsibility (3.79). Second highest
mean value for banking sector is that of Authority
Responsibility (4.05). Communication has the third
highest mean value for reality sector of 3.78 while
Learning Organization has the third highest mean
value for banking sector of 4.04. Incase of banking
sector five factorshave mean value ofmore than 41i.e.
Information System, Authority Responsibility,
Learning Organization, Culture and
Communication while in case of reality sector none
ofthe factorshas mean value ofmore than 4.

Minimum variability is observed in the responses for
the factor Learning Organization (0.592) in case of
reality sector and incase of banking sector minimum
variability is observed in the responses for the factor
Intellectual Property Rights (0.728). Maximum
variability is observed in the responses of factor
Research and Development (0.839) in case of reality
sector while in case of banking sector maximum
variability is observed in the responses of the factors
Strategy (1.183).

The T-test examines the difference in mean values of

HYPOTHESIS TESTING

the (twelve) variables among two groups (banking
sector and reality sector) and calculates the
probability that the observed difference in mean
results from sampling error alone. Table 15 of
independent sample t-test compared twelve aspects
of Structural Capital and total SC of the two sectors.
The results in Table 14 indicated that there is
significant difference in mean score of banking and
reality sector employees overall SC score. Hence,
HA3 is accepted and HO3 is rejected. Looking at the
group statistics table tells us that mean value of
structural capital of banking sector (3.84) is greater
than that of reality sector (3.65). Table 15 indicates
that there was significant difference in the mean
scores of eight factors of structural capital i.e.,
system, information system, culture, learning
organization, strategy, communication, authority
responsibility and participation. Looking at the
group statistics table tells us that mean value for
system is greater for banking sector (3.89) than that
of reality sector (3.47). Mean value for information
system is greater for banking sector (4.20) than that
of reality sector (3.72). Mean value for strategy is
greater for reality sector (3.58) than that of banking
sector (3.20). Mean value for culture, learning
organization, communication, authority
responsibility and participation is also greater for
banking sector rather than reality sector.

SUMMARY AND FINDINGS

In today's competitive environment, banks have
become all the more about the importance of

factors of structural capital in reality sector. On the
other hand, System, Intellectual Property Rights,
Documentation and Culture are less important
factors for reality sector as their mean value variated
between 3.50 to 3.56. Maximum variability is noticed
in the responses of Research and Development
and System. Minimum variability was noticed
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Table 14: T-Test Results for overall SC Score for reality and banking sector

Levene's Test for
Equality of Variances
F Sig. t Df Sig. (2-tailed)
Equal variances assumed 10.826 0.001 2.397 90 0.019
Equal variances not assumed 2.397 73.028 0.019
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Table 15: T-Test Result for SC Factors score for reality and banking sector

Levene's Test for
Equality of Variances
F Sig. t Df Sig. (2-tailed)

System Equal variances assumed 3.805 0.054 4312 90 0

Equal variances not assumed 4312 78.926 0
Research and Equal variances assumed 1.251 0.266 1.419 90 0.159
Development Equal variances not assumed 1.419 88.065 0.159
Intellectual Property | Equal variances assumed 2.698 0.104 -1.096 90 0.276
Rights Equal variances not assumed -1.096 88.044 0.276
Information System | Equal variances assumed 15.732 0 5.105 90 0

Equal variances not assumed 5105 77124 0
Culture Equal variances assumed 11.018 0.001 6.407 90 0

Equal variances not assumed 6.407 80.819 0
Learning Equal variances assumed 11.285 0.001 2.043 90 0.044
Organizations Equal variances not assumed 2.043 73.416 0.045
New Ideas Equal variances assumed 15.795 0 0.872 90 0.385

Equal variances not assumed 0.872 64.63 0.386
Documentation Equal variances assumed 10.338 0.002 1.281 90 0.204

Equal variances not assumed 1.281 75.887 0.204
Strategy Equal variances assumed 23.032 0 -3.216 90 0.002

Equal variances not assumed -3.216 65.028 0.002
Communication Equal variances assumed 11.961 0.001 2.216 90 0.029

Equal variances not assumed 2.216 75.15 0.03
Authority Equal variances assumed 1.388 0.242 2.526 90 0.013
Responsibility Equal variances not assumed 2.526 83.839 0.013
Participation Equal variances assumed 9.615 0.003 2.322 90 0.022

Equal variances not assumed 2.322 68.203 0.023

structural capitaland are applying its model for their
customers as well as for the society's benefit. Human
Capital runs for greener pastures and hence, it
becomes significant to have systems in place. Based
on theanalysis, following are the findings:
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There was no significant difference in mean
score of private and public banking sector
employeesoverall SC score.

There was no significant difference in the mean
scores of any of the factors of structural capital
for private and public sector organization.
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3. All aspects of Structural Capital were highly
positively correlated with each other except
Intellectual Property Rights and Strategy. Also,
correlation between Information System and
New Ideas is low and that between Information
System and Documentation is also low. The
correlation between documentation and culture
isalso low. The correlation amongst all the other
factorsis greater than 0.501.

4. Therewassignificant difference in mean score of
banking and reality sector overall SC score.

5. There was significant difference in the mean
scores of eight factors of structural capital i.e.,
system, information system, culture, learning
organization, strategy, communication,
authority responsibility and participation

6. The mean value for banking sector is greater
than that of the reality sector for the factors
system, information system, culture, learning
organization, communication, authority
responsibility and participation.

7. The mean score for reality sector is greater than
that ofbanking sector for the factor strategy.

CONCLUSION AND FUTURE AREAS OF
WORK

To conclude, the data supports that private and
public sector banks do not award different values to
different factors of structural capital. Also, reality
sector and banking sector have different opinions for
different factors of structural capital.

RECOMMENDATIONS

Structural Capital is an important concept for both
banking and reality sector; although the analysis
highlights that the different sectors might award
different significance to different factors of
structural capital. Strategy is a factor which does not

Amity Business Review
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have great significance attached to it in banking
sector but it should be given due importance by the
banking sector. Reality does not give as much
importance to system, culture, learning
organization, communication and authority and
responsibility but it should. Reality sector gives
strategy much more importance than does banking,
thus, banking should give more importance to
strategy.

REFERENCES

Alama, E.M. (2007). Intellectual capital and business performance
in professional service firms in Spain, Doctoral Thesis,
Complutense University of Madrid.

Bontis, Nick, (1996)There's a Price On Your Head: Managing
Intellectual Capital Strategically, Business Quarterly,Vol 60 No. 4,
p.40-47.

Bontis, Nick (1998). Intellectual capital: an exploratory study that
develops measures and models". Management Decision, Vol. 36
Iss:2,63 76.

Bontis, N., Chta, W.C, and Richardson. (2000). Intellectual capital
and business performance in Malaysia industries. Journal of
Intellectual Capital, 1(1), 85-100.

CamisonZornosa C., Palacios Marqués D. and DeveceCarafiana
C. (2000). The model of measuring intellectual capital in the
enterprise: Nova Model. In Internet: http:// www.
gestiondelconocimiento.com.(Julio 2002).

Carson, E.; Ranzijn, R., Winefield, A., and Marsden, H. (2004).
Intellectual Capital. Mapping Employee and Work Group
Attributes. Journal ofIntellectual Capital, 5, p443.

Edvinsson, L. (1997). Developing Intellectual Capital al
Skandia.Longe Range Planning, (30),336-373.

Euroforum (1998). Intellect Project, Measuring Intellectual
Capital, University Institute Euroforum Escorial, Madrid, Spain.

Knight, Daniel J., Performans Measures For Increasing
Intellectual Capital, Planning Review, 27 (2) Mar/ Apr. 1999.

Kogut, B. and Zander, U. (1996). What firms do? Coordination,
identity and learning.Organization Science, 3,383-397.

Lonnqvist,A. (2004) Measurement of Intangible Success Factors:
Case Studies on the Design, Implementationand Use of Measures.
(Doctoral dissertation) Tampere University of Technology.
Publication 475. Tampere.

Maddocks, J. and Beaney, M. (2002). See the invisible and
intangible. Knowled ge Management, March, 16-17.

a AMITY

BUSINESS SCHOOL



Structural capital: Concept and its Application in Service Sector of India with

Special Reference to Banking and Reality Sector

Ordofiez de Pablos, P. (2004). Organizational structural capital as
a source of corporate competitiveness indicators study of
industrial economics.Industrial Economics, 357, 131-140.

Saint-Onge, Hubert, Tacit Knowledge: The Key To The Strategic
Alignment Of Intellectual Capital, Planning Review, 24 (2)
Mar/ Apr.1996,p.10-14.

Sofian, Saudah and Tayles, Mike and Pike, Richard (2006) The
implications of intellectual capital on performance measurement
and corporate performance. Jurnalkemanusiaan (8).pp. 13-24.

Seetharaman, A., Lock Teng Low, K. and Saravanan, A.S. (2004)
“Comparative justification on intellectual capital”, Journal of
Intellectual Capital, Vol 5N o 4,pp.522-539.

Youndt, M.A., Subramaniam, M.,& Snell, S.A.2004, Intellectual
Capital Profiles: An examination of investments and returns.
JournalofManagement Studies, 41,335-362.

é AMITY

BUSINESS SCHOOL

84

BIOGRAPHY

Arpita Kaul is Assistant Professor in Commerce at Sri
Venkateswara College, University of Delhi, India. She is
pursuing Ph.D. on “Structural Capital: A Study of Select
Organizations.” from the Department of Management
Studies, Jagannath University, India. She did M. Com from
University of Delhi, and B. Com (H) and B.ed from University
of Delhi, India. She has about five years of teaching
experience. Her research papers have been published in
reputed journals. She has been awarded gold medal twice
by Szent Istvan University, Hungary, on November 11, 2008
and on June 24, 2009 respectively. She is a part of a project
called e pg Pathshala, Project by UGC on e-Content
Development for PG Courses in Subject under NMEICT,
MHRD, Govt. of India as a content writer. She is also the
internship guide of diploma in training and development
from Indian Society of Training and Development.

Amity Business Review
Vol 15 No. 1, January - June, 2014

A Portray of Indian Retail Industry:
Changing Facets and Global Competitiveness
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Indian retail industry is an age old pillar of Indian
economy, with the continuously changing facets. Over a
period of time a big transition has taken place in this
industry. Various factors such as increasing disposable
income, rapid urbanization, changing FDI climate and
mushrooming middle class have created favorable
environment for the organized retail to flourish and grow.
Viewing the future growth prospects, many of the big
business players have entered in the Indian retail
industry. This has given birth to large number of new
retail formats like super markets, hyper markets,
department stores and shopping malls etc. Even the
foreign retail giants are also making their ways to enter
into India's almost untapped retail market. Although
Indian retail has touched great heights over a period of
time, still there is long journey to travel. This sunrise
sector of India is still at anascent stage of its development
cycle. The unexploited Indian retail backed by supportive
growth factors provides huge scope for new entrants. The
International consulting firm A.T. Kearney's global retail
development index (2013) that compared 30 emerging
countries has ranked India as 14th most attractive market
for global players toinvest in. Thus Indian retail market is
the minimal explored market with the right platform to
play theretail game.

Keywords:FDI, Indian retail, Retail formats.
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INTRODUCTION

Indian retail industry is an age old pillar of Indian
economy, with the continuously changing facets.
Over aperiod oftime a big transition has taken place
in this industry. Once there was a time when weekly
markets and village fairs (melas)used to be the place
of exchange. Afterwards there was an evolution of
the popular concept of neighborhood Kirana stores.
Emergence of Government backed Public
Distribution System (PDS) and Khadi stores
happened thereafter. Soon company owned
exclusive outlets like Bombay dyeing, Liberty, and
Titan etc. came into existence. In the last decade or so,
entire scenario got changed with the entry of
gigantic players in the retail sector. This big bang
entry ofthe big players gave birth to large number of
new retail formats like super markets, hyper
markets, department stores and shopping malls etc.
Future group controlled by Mr. Kishore Biyani and
the Reliance group headed by Mr. Mukesh Ambani
arethe two bigretail giants of India who have given a
new life to the Indian retail industry. Future group
has around 800 stores in various formats with a total
retail space of 16.30 million square feet (Pantaloon
Retail (I) Limited: Q2 / H 1 FY 2012 report). It has
registered the net sale of 12212 crores for the year
2010-11 (PRIL annual report: 2010-11). Reliance
group has 1300 stores across different formats
(Reliance Industries Ltd.: Quarterly report, March
31, 2012) and registered Rs. 7599 crores of revenue
for the financial year 2011-12 (The Times of India,

a AMITY

BUSINESS SCHOOL



A Portray of Indian Retail Industry:
Changing Facets and Global Competitiveness

June 7,2012). The company's membership program
'Reliance One' covers around 9 million members
(Reliance Industries Ltd.: Quarterly report as on 31st
March 2012). In addition to these, Raheja, Birla and
Tata group are the other Indian players that have big
hand inrevamping the Indian retail industry. Raheja
group,under the ownership ofretail wing Shoppers
stop Ltd. has around 250 stores across brands and
formats (Annual report, 2011-12). Such a great
expansion of Indian retailers within a short span of
time itself highlights the growth potential of Indian
retail sector. Table 1 provides a brief overview of
India's major retail players.

Indian retail has become so fascinating that not only
local investors but also investors from all over the
world have become highly interested in it. The
market size of Indian retail has been estimated in the
range of US$ 350 billion to US$470 billion in the year
2011 by various research agencies. Pricewaterhouse
Coopers (PwC) report (Oct. 2011) estimated Indian
retail at US$ 350 billion, Deloitte report (2011) put it
as US$ 396 billion, A.T. Kearney report (2011)
measured the size as around 435 billion and
Technopak (2011) put the retail market size as US$
470 billion. Indian retail market has become Asia's
3rd largest retail market after China and Japan (PwC
report, 2011). Contribution of Indian retail towards
GDP is around 10% to 12% (Economic survey report,
2010-11). Its contribution towards employment is
around 8%. Indian retail industry is gradually taking
its steps towards growth. This growth of Indian
retail is largely driven by factors like high potential
for penetration into urban and rural markets,
demographic changes which include more working
women, increase in disposable income, increase in
number of nuclear families, more spread of
education, higher income with youth, change in life
style, steady economic growth and growth ofmiddle
classsegment.

All these changes in consumer profile have given
birth to amore empowered,demanding and smarter
consumers. Now meaning of shopping has altered
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for the consumer. For today's consumer, shopping is
much more than just buying the commodity. It has
become a leisure activity too. Hence, definition of
retailer has also got broadened. Earlier retailer was
seen as a person who buys goods in bulk and sells it
to consumer in smaller quantity. They were just
defined as a middleman who serves as a link
between manufacturer and the consumer. But
because of increasing customer expectations,
retailers have expanded their scope of services. Now
a day's retailers are not only supposed to provide
basic goods or services but they are expected to sell
the total shopping experience to the consumer. All
the amenities such as convenient location, parking
facility, polite sales personnel, good ambience, credit
facility and easy purchase through displays; jointly
forms a total shopping experience. This total
shopping experience package may differ from
retailer to retailer depending upon their positioning
strategies and customer to customer depending
upon their perceptions. BMIQ1 2012 reportrevealed
that enhancement of middle and upper class
consumer base would provide huge opportunities
for retail development in Tier Il and Tier III cities as
well.

STRUCTURE OF INDIAN RETAIL

Way-back in earlier times, Indian retail was confined
only to Kirana stores, but now it has become multi
facet. Infusion of new blood by organized players
has brought several new formats to the Indian retail
industry. A brief overview of commonly found
formatsis given in table 2.

Foreign Players Eying on Indian Retail
Industry

India's almost untapped retail market has made the
foreign retail giants eager to enter into Indian retail
industry. Franchising is most widely used entry
route opted by international retailers such as Baskin
Robin's, McDonald's, Nike etc. to step into India.
Keeping in mind the necessity of foreign investment
for the growth of retail sector, Indian Government
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has also taken series of steps to open up FDI
restrictions. In the year 1997, it allowed foreign
investment up to 100% in cash and carry (wholesale)
formatunder the Government approval route. Then
to further liberalize the rules, the Government in the
year 2006, lifted the restriction of Government
approval and allowed the investments through
automaticroute in cash and carry format. In addition
to it, Government also gave permission to foreign
investors to invest up to 51% in single brand retail.
Due to these liberalized norms we can see the
presence of various international retailers such as
Mango, Reebok, Sony, Carrefour, Bharti-Walmart
etc.

A year back the Government has framed new policy
to allow 100% FDI in single brand retailing with a
constraint that 30% sourcing must be local (The
Economic Times, Jan 14, 2012). It was a positive sign
forretailers dealing in single brand only. To grab this
opportunity IKEA, a Swedish furniture giant has
come forward with its proposal to invest 1.5 billion
Euros (10500 crores INR) in India. Its plan is to set up
25 single brand furniture retail stores. The company
has planned to invest in two phases. At first it would
invest 600 million Euros (around 4200 crores INR)
and then additional 900 euro (around 6300 crores
INR) will be invested later on. (The Financial
Express,June 23,2012).

To boost the growth rate of Indian retail, Indian
Government had been making efforts to open up FDI
in multiple brand retailing too for the last few
months. Finally after long drawn discussions,
Government has succeeded in opening up of FDIup
to the limit of 51%. Keeping in mind the interest of
Indian country, multi-brand retailing decision is
embedded with certain regulatory conditions. As
per the rules, foreign players are required to have
investment of minimum $100 million and they are
supposed to invest 50% of the total FDI in backend
infrastructure within the initial three years of
investment. Furthermore similar to the single brand
retailing condition, they are required to source 30%
of products from Indian small scale industries. The
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government has also stated condition of compulsory
approval from state Government At present foreign
investors are kept out of e-commerce retailing.
Though restricted, yet opening of doors for foreign
investors in multi-brand would provide ample
investment opportunities for global retailers who
have been waiting to invest in India. This would
further shoot up the growth of organized retail and
enhancethelevel of competition too.

UN-EXPLOITED NATURE OF INDIAN
RETAIL IN COMPARISON TO GLOBAL
COUNTERPARTS

Although Indian retail has touched great heights
over a period of time, still there is long journey to
travel. This sunrise sector of India is still at a nascent
stage of its development cycle. Growth of Indian
organized retail is least among BRICS (Brazil,
Russia, India, China, and South Africa) nations. As
per IBEF (India Brand Equity Foundation) report
(2010), the growth oforganized retail in India is just 5
percent, lowest compared to Brazil (36%), Russia
(33%) and China (20%). The growth of organized
share is also very high in South Africa that is 67%
(Asipac report, 2010). Fig. 1 represents organized
retail share of BRICSnations.

Brazil, Russia, China and South Africa are among
those countries who have allowed 100% FDI even in
multiple brand retailing. This is the major growth
factor due to which organized retail flourished there
with a great pace. As far as India is concerned, it has
just announced the opening up of FDI in multiple
brand retailing. It has yet to taste that growth and
expansion. If we compare India's growth of
organized retail sector with the developed nations it
is far behind. In developed countries, the penetration
of organized retail is as high as around 80% or even
more. The share of organized retail in France is 80%
and in US is 85% (IBEF report, 2010). The low
penetration of organized retail in India as compared
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to other nations clearly indicates the growth
opportunities available in Indian market for the
retailers.

In India organized retail is just the story of few past
years. Indian players have just started their journey
in this direction. If we look at the world's top 250
retailers (on sales basis), India has no place in it. The
list contains several retailers from the BRICS nations
other than India.

Table 3 highlights the BRICS nations that have their
retailers in the world's list of top 250 retailers.

The absence of Indian retailers from the world
top list highlights the unexploited nature of
Indian retail sector. In fact till the year 2006 no
retailer from entire Asia pacific region was there in
the world's top 250 retailers list, but with in a
short span of time, 5 retailers from China alone are
there in world's top list. Among BRICS nations,
maximum numbers of retailers are from South
Africa.

The unexploited Indian retail backed by
supportive growth factors provides huge scope for
new entrants. The International consulting firm,
A.T. Kearney, in its global retail development
index (2014) that compared 30 emerging countries,
has ranked India as 20th most attractive market
for global players. Table 4 provides the list of
top 10 attractive markets as per A. T. Kearney Index
2012.

The A.T. Kearney report (2012) highlighted that
India's strong macroeconomic factors such as GDP
growth rate, increasing disposable income, rapid
urbanization, changing FDI climate, mushrooming
middle class are the key reasons that have made
Indian retail sector young and attractive.

Share of private consumption, an important factor
influencing the retail growth is highest in India
(58%) as compared to Japan (57%) and China (39%).
In developed country like USA the shareis as high as
around 70% (Technopak,2011).
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The satisfactory GDP growth rate around 7.2% as
compared to Brazil 2.7%, Russia 4.3%, China 9.2%,
Japan -0.7%, US 1.7% and UK 0.7% (CIA world fact
book-2011 est.), represents the country's overall
potential for the growth of any trade. Moreover
India has large base of young population with
median age of 23 against the world's median age of
35 (IBEF report, 2010). A large base of 500 million
people who are young below 25 and independent,
have created positive growth environment for retail
in India. In addition to it, vast base of around 300
million people in middle class segment which is
almost equivalent to entire US population has made
it even more attractive to global eyes (NCAER, 2005;
PwC,0Oct.2011).

CONCLUSION

Based on the above facts and discussion, it can be
clearly stated that Indian retail market is the minimal
explored market with the right platform to play the
retail game. Marketers can try their fates to exploit
this potential gold mine. The only thing they need is
to understand the roots of this market that is the
Indian consumers. They should be aware about the
consumer preferences and requirements. As today's
consumer is very smart and demanding, retailers are
required to match the ever increasing consumer's
expectations. To survive in Indian dynamic and
competitive retail market, retailer should
proactively frame the marketing strategies to please
the Indian consumers.
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Table 1: A glance at Indian Retail Giants
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Retail Giants

* Birla group
o0 Aditya Birla Retail Ltd.

0 Aditya birla nuvo#

Retail Umbrella

More.
More. mega store

Madura Fashion & lifestyles

Number of Outlets

3116

575 supermarket

12 hypermarket

1129 exclusive brand outlets
1400 departmental stores &

Source

Company Website
(2011-12 annual report)

multi brand outlets

# Aditya birla group has recently acquired 50% ownership of Pantaloon retail
(Source: www.timesofindia.com)

Table 2: Retail Store Formats

Format

Average Size

Products

Value proposition

Example

Departmental Store

10000-60000 sq.ft.*

Deals in multiple products such as
apparel, footwear, home accessories
and furnishings etc. under different
departments.

Focus is on ambience
and service

Westside

Super market

1000- 4000 sq.ft. #

Deals majorly in food items, limited

Convenience and

Food Bazaar

range of non food items such as Service
cosmetics and general aid products.
Hyper market 50000-100000sq.ft.* Food & grocery, apparel, footwear, Shopping under one Big Bazaar
electronics, handlooms, kitchen roof and discounts
appliances, furniture etc.
Specialty Store / Extensive range of product under a Choice (product Crossword,
Category Killer Single category variants) Music world,
Narrow product line with high depth Vision Express
Cash and Carry 75000 sq.ft.* High volume of products catering to Low price Metro,
Stores bulk requirement Bharti-Walmart

Retail Giants Retail Umbrella Number of Outlets Source
* Future group 795 Q2/H1
o Pantaloon Retail Itd. Pantaloon 64 FY2012 report
Central mall and Brand factory 38
e- Zone 43
Home town 15
Others 156
o0 Future Value Retail Itd. Big Bazaar 157
Food bazaar 47
Fair Price 224
Others 58
* K Raheja group 250 (Annual report 2011-12)
0 Shoppers stop Itd. Shoppers Stop 51
Homestop 11
Crossword 85
HyperCity 12
Mothercare 38
MAC stores 20
Estee lauder 5
Clinique 10
Timezone 18
* Tata retail 942 Company Brochure
o Trent Landmark 21
Star Bazaar 14
Westside 62
Zaara 7
o Infinite Retail Croma 73
o Titan industries Titan watches 420
Tanishq Boutiques 130
Gold plus 30
Titan eye+ 185
* Reliance group Quarterly report as on 31st
o Reliance Retalil Itd. Reliance Fresh 1300 March 2012);
Reliance Market Company website

Reliance Mart
Delight

Reliance iStore
Reliance Digital
Reliance Trends
Reliance Footprint
Reliance Jewels
Reliance Time-Out
Reliance Living
Reliance AutoZone

(http://www.reliance-
tracker.in/)

Online Stores

Exclusive stores as well as

Allow shopping under

snapdeal.com,
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(e-retailing) multiproduct stores home roof (any location), flipkart.com
24*7 shopping facility
“ICRIER, 2008
# Sinha, Mathew, and Kansal, 2005
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Table 2: Retail Store Formats
Retail company Country Rank in list of world’s
top 250 retailers

X5 Retail Group N.V. Russia 83

Open joint stock comp. Magnitt Russia 124

Lojas Americanas SA Brazil 158

Grupo pao de Acucar Brazil 45

Gome Home Appliances China 75

Suning appliance co.ltd. China 84

Dallan Deshang group China 141
Nonggongshang supermarket China 220

Ballan group China 66

Shoprite Holdings Ltd. S. Africa 92

Massmart Holdings Ltd. S. Africa 126

Pick n Pay Stores Ltd. S. Africa 133

The SPAR Group Ltd. S. Africa 179

Steinhoff International Holdings Ltd. S. Africa 218

Woolworths Holdings Ltd. S. Africa 222

Source: Deloitte 'Switching channels: Global powers of retailing2012’

Table 4: Global Retail Development Index

Country

Rank (2014)

Chile

1

China

Uruguay

UAE.

Brazil

Armenia

Georgia

Kuwait

Malaysia

© | O N | |o |~ |WwW |

Kazakhstan

—_
o

India

20

Source: A.T. Kearney: 2014 Global Retail Development Index
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Fig 1: Share of Organized Retail - Comparison of BRICS Nations
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Source: IBEF report, 2010 and asipac report, 2010
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Study and Analysis of Market Segmentation
for Snacks Food
With Special Reference to Branded Cookies

RAJUL DUTT

JP School of Business, Uttar Pradesh Technical University

This paper looks at theuse of market segmentation as atool

for improving strategies and to understand the needs of
the distinct groups of customers in snacks food industry.
This paper argues that in spite of the egalitarian approach
that underpins the marketing of cookies, market
segmentation may beused to better servetherequirements
of the distinct customers differently. Theoretical
framework was constructed based on the literature. The
empirical study was conducted as a quantitative research.
Chi square method is used to test the hypothesis and to
analyze the association between various parameters. In
this paper, the researcher examines the current state of
market segmentation and identifies avenues for
development. This paper also attempts to address
managements concerns about the practicality and
usefulness of segmentation

Key Words: Segmentation, Behavior, Biscuits, price,
market

a AMITY

BUSINESS SCHOOL

94

INTRODUCTION

Gauging the dynamics of today's volatile markets,
there is a continuous need to identify the most
conducive segmentation strategy. We live in times
which are subjected to change, yet the consumers
needs, values and behavior will continue to evolve.
Marketing consists of organizations with wants,
money to spend, accompanied with willingness to
spend. A sound marketing strategy begins with
identifying the differences that exist within a market,
market segmentation, deciding which segment will
be pursued as target market and seclecting a
competitive position that will be conveyed to
customers through marketing mix.

However if the market is correctly segmented, a
better fit with customers need will actually result in
greater efficiency. Deloitte Food and Beverage
update (2012) states, “While various social media
tools are being used by companies of all types, none
havetaken advantage ofthe ability to stay connected
with their customers more than large branded
multinationals.”

In order to make the segmentation -effective,
emphasis should be made on segmentation which
should be measureable with obtainable data. Besides
this, the segments must be accessible through
existing marketing institutions and should be large

Amity Business Review
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enough to be potentially profitable. Segmentation
isolates consumers with similar life styles, needs and
the likes, and increases the knowledge of their
specific requirements. It aims at one or more
homogeneous segments and tries to develop a
different marketing mix for each segment. Instead
ofassuming that the whole market consist of a fairly
small set of customers, it sees sub markets with their
demand and they believe that aiming at one or some
of these smaller markets will provide greater
satisfaction to the target customers and greater profit
potential for the firm. There are two approaches to
market segmentation research ex ante and ex post.
An ex ante approach begins by studying the
motivating conditions that leads people to the tasks
and interests in their lives. Such an analysis provides
guidance for product strategy as implemented in
brand positioning physical and psychological
formulation and marketing communications.
In principle, if manufacturers had accurate
information on all motivating conditions within
the focal behavioral domain, and the ability to
produce and deliver unique product offerings
at low cost, then even individual customization of
offerings would be a viable product strategy. As
more data are collected from multiple "touch-points"
such as the Internet, point-of-purchase and direct
marketing, and were a cost of customization to
decline, does market segmentation research become
obsolete?

An ex post approach to market segmentation
research begins with an individual's reaction to
marketplace offerings. This may take the form of
ratings of product attributes/ benefits (e.g., benefit
segmentation, Haley (1968). By focusing on what
people must choose among, rather than what the
conditions they experience call for, ex post market
segmentation research changes from a task of
identifying motivating conditions to guide product
strategy, to trying to read wants from reactions, to
product attributes and benefits as found in the
existing offerings.
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The benefits offered by segmentation are as follows-

(a) By developing strong position is a specialized
market segments, medium sized firms can
achievearapid growth note

(b) By tailoring the marketing programs to
individual market segment, marketers can do a
better job and make more efficient use of
marketing resources.

(c) Ithelpsin determining the kinds of promotional
devices that are effective and also helps to
evaluate their results.

(d) Appropriate decisions making relating to
introducing of new products, promotion,
pricing could be easily taken.

Price represents the value of goods of service for
both the seller and the buyer. Price is the only
element of the marketing mix which generate
revenue otherwise all the elements have cost. Price
planning is systematic decision making by an
organization regarding all aspects of pricing. For a
broader perspective, price is the mechanism for
allocating goods and services among potential
purchasers and for ensuring competition among
sellers in an open market economy. If there is excess
of demand over supply, prices are usually decided
by the marketer on the higher and ifthereis an excess
of supply over demand, prices are usually reduced
by sellers

LITERATURE REVIEW

Majority of the firms have been focusing on the
advantages of placing more emphasis on defensive
strategies i.e. to retain existing customers than on
offensive strategies i.e. to attract the new customers.
The existing customers are already familiar with the
company's products and services. A portion of this
group is likely to be positively predisposed towards
the products and services of the company. Hence,
the focus is therefore on the individual customers
instead of traditional market share. Effective
marketing strategies often consist of a combination
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of several marketing tactics that work together in a
synergistic way to establish brand, reduce sales
resistance, and create interest and desire for the
products. Every company wants to focus on
customers or segments with the distinct needs and
wants. Amandeep Singh (2010) reveals in his study
that earlier demographic factors were considered as
best basis of segmentation but they are no longer
effective for segmentation in FMCG sector. An
investigation of 500 consumers purchaseroutine and
their demographic attribute are found non-
associated in this study. It means that there is a need
for developing more affecting marketing
segmentation basis. This study is related to only one
industry and may not be related to others. But it is
rightly proved that demographics, which were
considered as the most effective attribute that
influenced the purchase of consumers, are not
powerfulenough in today's life.

Wells, V.K, Chang, SSW., and Oliveira, J. (2010) in
their study presents an idea that benefit sought are
more powerful basis of brand choice . They also
related the idea that demographic attributes are not
very effective in case of brand choice and in price
selection.

Mirza, S. (2010) discusses that the demographic
variables of interest were age, gender, household
size, occupation, education and level of income.
Results of this study shows that demographic
influence on the choice of retail outlet is partial with
household size, education and income having a
significant effect on the choice of retail outlet
selected. This study shows that some of the
demographical factors such as education, income
and household size affect the choice of retail outlet
and definitely the choice ofbrands also.

Wedel, M. (2002) in his editorial article states that the
market segmentation has now become a necessity of
the marketers. One to one marketing is not feasible
because it needs great amount of money and efforts
for developing strategies focused on the evolution
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rather than on the proliferation of the products and
businesses.

Demographic segmentation identifies those
characteristics that are identifiable and measurable
statistic of the population. These characteristics
include age, gender, marital status, income,
occupation and education, which can provide the
basis for this particular segmentation. Demographic
segmentation can be seen as the major factor when
marketers need to locate a target market, as it is often
the most accessible and cost-effective way
(Schiffman etal., 2001)

OBJECTIVES OF THE STUDY

The Objectives of the study are-

1) To study the demographic segmentation to
identify the target market.

2) To study the relationship between various
brandsand factors affecting consumer behavior.

HYPOTHESES

Accordingly, the following hypotheses were framed
for the study:

HO 1 : There is no relationship between Age of the
respondents and choice of Biscuits.

HA 1: There is a positive relationship between Age
oftherespondents and choice of Biscuits.

HO2:Thereisno relationship between Income Level
and Factors affecting choice of Biscuits.

HA 2: There is a relationship between Income Level
and Factors affecting choice of Biscuits

HO 3 :. There is no relationship between Brand and
Consumer Behavior towards Products

HA 3:Thereis a positive relationship between Brand
and Consumer Behavior towards Products

HO4:.Thereis no relationship between Income and
use ofbranded biscuits.

HA 4: There exists a relationship between Income
and use ofbranded biscuits
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RESEARCH METHODOLOGY

The study area was confined to Meerut city, Western
Uttar Pradesh. A convenient sample (non
probability sampling method) of 117 respondents
was taken up for the current study in which the
respondents both male and female were asked to fill
up the self -administered questionnaire. The data
collection comprised of both primary as well as the
secondary data. The primary data was collected by
means of self administered questionnaire by the
researcher. The questionnaires were distributed
among the respondents personally by the
researcher. The data was collected on a Likerts type
scale where 1 stands for minimum agreement and 5
stands for maximum agreement. The data presented
in this report is based on the information received
from the respondents. In order to find out whether
there is any significant association between the
attributes; Chi-square test is applied to find out the
association between demographic variables and
identified variables. The testing of hypothesis
developed earlier revealed the following results

Table -1

ANALYSIS AND RESULTS

Marketing success, just as business success, depends
on the return from management's investment in
designing, producing, promoting, and selling an
offering. The offering that is the object of
marketplace exchange is a brand. Brand
purchase/ use, repeat purchase/ use are the prime
measures of marketing and business success. Such
measures are central to marketing as a managerial
function and disciplinary domain. Correspondingly,
the essential focus for research and conceptual
development in marketing is the intra product level
of analysis, which includes all the variables that are
relevantto brand use. Since companies vary between
what they can offer to their markets, segmentation
has been proven to be efficient and effective in
regards to selecting and serving their segment ofthe
market, in which they can provide the best service
within that segment.

Relationship between Age of the respondents and choice of Biscuits.

Table 1 : Relationship between Age & Choice of Biscuit

Choice of Brand of Biscuit

Attributes Sun feast Kids Cream Parle-G Digestive Good Day Oreo Total
AGE Below 15 yrs 2 6 5 2 1 3 19
15--30 5 3 1 0 7 10 26
30--45 3 0 0 4 5 10 22
45--60 2 0 0 10 9 5 26
60 & Above 2 1 3 15 3 0 24
Total 14 10 9 31 25 28 117

The table value at 20 df. at 5 % Significance level is 31.4 and the calculated value of Chi-Square is 73.2.

Thetable valueat20d.f. at5 % Significance levelis 31.4and the calculated value of Chi-Square is 73.2. Since the
Chi-Square value is more than the calculated value, hence, HO 1 is rejected and alternate hypotheses HA1 is

accepted iethere exists arelationship between age oftherespondents and choice of Biscuits.
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6respondents outof 19respondentsin the age below
15yrs liked Kids-Cream while 5respondents liked
Parle-G Biscuits. However, 10respondents out of26
respondents in the age-group 15-30 yrs liked Oreo
biscuits while 7 respondents in the same age-group
liked Good-day biscuits. Similarly 10 respondents
out of 22 respondents in the age group 20-30 yrs also
like Oreo biscuits. It is also depicted that 10 and 9
respondents in the 45-60 yrs age-group liked
Digestive and Good-Day biscuits respectively.
However 15 respondents out of 24 respondents
preferred Digestive biscuits in the age group of 60
and above. However none of the respondents
preferred Oreo biscuits.

15respondents out of42respondents having Income
level of Rs 45K and above, looks for Quality aspects

while4respondents in the same income level prefers
Nutritious value in the biscuits .However 8§
respondents out of 18 respondents opted for
Attractive Packaging in the Income level between Rs
30K-45K. Itisalso evidentthat I5and 12respondents
in the Income level of Rs 45K and above and Rs 30K-
45K preferred taste as major attribute in biscuits.

6 respondents out of 15 respondents buy Sunfeast
biscuits because the product is easily available while
5 respondents buy Sunfeast biscuits because of
price factor. While 17 respondents out of 26
respondents prefer Kids Cream biscuits due to its
Taste.Similarly,8 respondents out of 24 respondents
buy Digestive biscuits of Price factor however 5
respondents out of 22 respondents buy Good-Day

biscuits dueto attractive Packaging.

Study and Analysis of Market Segmentation for Snacks Food

(With Special Reference to Branded Cookies)

Table No-3

Relationship between Brand and Consumer Behavior towards Products

Table-3 : Relationship between Brand and Consumer Behavior towards products

Factor effecting consumer Behavior

Attributes Quality Nutritious Attractive Price Availability Taste Total
Factors Packaging
Sun feast 0 1 2 5 6 1 15
Kids Cream 2 0 0 2 5 17 26
1 2 0 3 9 5 20
Brands 5 4 1 8 3 3 24
Good Day 2 3 5 3 7 2 22
Oreo 3 0 2 4 1 0 10
Total 13 10 10 25 31 28 117

The table value at 16 d.f. at 5 % Significance level is 26.3 and the calculated value of Chi-Square is 65.97.

The table value at 16 d.f. at 5 % Significance level is 26.3 and the calculated value of Chi-Square is 65.97. Since
the Chi-Square value is more than the calculated value, HO 3 is rejected and the alternate hypotheses HA 3 is

accepted i.e.thereisrelationship between Brand and Consumer Behavior towards Products

Table No-4

Table No-2
Relationship between Income Level and Factors affecting choice of Biscuits
Table-2 : Income level and factors affecting choice of Biscuit Brand
Income Level (Rs/month)
Attributes Below Rs 15,000 15,000-30,000 30,000-45,000 45,000-Above Total
Quality 10 11 15 42
Nutritious 0 0 0 4 4
Factor Attractive Packaging 5 3 8 2 18
affecting Price 3 1 2 5 11
Choice Availability 2 3 2 2 9
Taste 0 6 12 15 33
Total 16 23 35 43 117

The table value at 15 d.f. at 5 % Significance level is 24.99 and the calculated value of Chi-Square is 25.17

The table value at 15d.f. at 5 % Significance level is 24.99 and the calculated value of Chi-Square is 25.17 Since

Relationship between Income and use of branded biscuits

Table-4 : Relationship between Income & branded Biscuits
Purchase of Branded Biscuits

Attributes Yes No Can’t Say Total
Income Below-Rs 15,000 9 25 1 35
Rs/Month Rs 15,000-30,000 20 5 5 30

Rs 30,000-45,000 5 7 5 17

Rs 45,000 & above 15 15 5 35

Total 49 52 16 117

The table value at 6 d.f. at 5 % Significance level is 12.6 and the calculated value of Chi-Square is 24.4.

the Chi-Square value is more than the calculated value. HO 2 is rejected and alternate hypotheses HA 2 is

accepted i.e. thereexistsarelationship between Income Level and Factors affecting choice of Biscuits
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accepted i.e. there is relationship between Income and use of branded

biscuits

Amity Business Review
Vol 15 No. 1, January - June, 2014

99

AMITY

AMITY

BUSINESS SCHOOL




Study and Analysis of Market Segmentation for Snacks Food
(With Special Reference to Branded Cookies)

25 respondents out of 35 respondents in the Income
level below Rs 15K are of the opinion that they do
not buy branded biscuits. While 20 respondents in
the Income level of Rs 15k-30k prefer to buy branded
biscuits. Similarly, 15 respondents out of 35
respondents in the Income level of Rs 30K-45K prefer
Branded Biscuits.

The relationship between market segmentation
research and the managerial task is the final area
where the researcher discusses the opportunities for
research. Once management learns of the diverse
nature of wants through market segmentation
research, it also considers the current state of want
satisfaction, reflecting its own and competitive
responses, and its own abilities, in deciding whether
ornot to continue to supportin same or altered form,
to withdraw its offering, or design a new entry.
Methods of taking account of the various
considerations, possibly with the use of statistical
decision theory,areneeded.

FINDINGS

26 respondents out of 117 respondents prefer Kids-
cream biscuits mainly dueto the taste factor

24 respondents among 117 respondents like
Digestive biscuits because of desired quality at the
desired price

22 respondents purchase Good-Day biscuits as they
are easily available and has attractive packaging,
similarly 20 respondents buys Parle-G biscuits as it is
easily available.

25 respondents in the income group of less than Rs
15000/ month said that they do not buy branded
biscuits.

49 respondentsoutof 117 respondents admitted that
they buy branded biscuits while 52 respondents said
thatthey donotbuy branded biscuits.

10respondents ecach in age group 15-30 and 30-45 yrs
prefer Oreo biscuits
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42 respondents in all income groups prefers quality
aspects in biscuits

18 respondents in all the income groups purchase
biscuits dueto attractive packaging

CONCLUSION

Although, much research is needed. It is however
clear that the most important task is of segment
identification. It is impossible for companies to
design a marketing mix that would suit every
consumers needs, i.e. the same product, with the
same price, place and promotion technique that
would appeal to every consumer. In some cases
where the product is universally used and
unbranded, mass marketing works. Companies
therefore need to make choices and to identify what
part of the market is best suitable for them and their
product.

One of the main objectives of the study was to
investigate the relationship between the Age of the
consumer and the choice of the biscuits. The results
shows that the consumer who were in the age group
of 60 years and above preferred Digestive biscuits
over taste aspects which the teenagers preferred. The
other important parameter was to study the
relationship between various brands and the factors
influencing consumer behavior.

The results also highlight that there exists a positive
and significant relationship between income level of
therespondents and the choice ofbiscuitsi.e.income
does affect in the choice of biscuits. The results
clearly reveal that majority of the respondents with
income over fifteen thousand does prefer quality
aspects while attractive packaging also plays a vital
rolein the selection ofthe brands ofbiscuits.

The relationship between market segmentation
research and the managerial task is the final area
where we discuss opportunities for research. Once
management learns of the diverse nature of wants
through market segmentation research, it also
considers the current state of want/ satisfaction,
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reflecting its own and competitive responses, and its
own abilities, in deciding whether or not to continue
to support in same or altered form, to withdraw its
offering, or design anew entry.

Note:Tables attached as annexure-1

LIMITATIONS

1) This survey was conducted with very severe
time constraint

2) The sample size was limited i.e. size was 117
only

3) Some respondents may have been biased while
filling in the questionnaire hence they may not
have given allanswers truthfully
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Potential of Public-Private Partnerships in

Agriculture for Inclusive Development:
A Study of Uttar Pradesh

RAJENDRA KUMAR' and ASHOK KUMAR'
1 Amity Business School, Amity University, Uttar Pradesh

The inclusive progress of economy of any state is not
imaginablewithout adequate agricultural development. It
has direct impact on industrialization and investment.
The state of Uttar Pradesh is endowed with abundant
natural resources in terms of fertile land, good river
system, varied soil and climatic conditions, good support
in terms of industries and most important, enterprising
people & technical talent. This provides an immense
opportunity todevelop avibrant agrarian economy.

In this backdrop, the present paper attempts to examine
the potential areas for public-private partnerships in
agriculture for accelerating inclusive development in
Uttar Pradesh. The paper presents a critical assessment of
such efforts till date and identifies constraints in public-
private partnership. The Government of Uttar Pradesh
has done many things to improve the agriculture sector
but there is no plan of action to attract the private sector
investment in this sector. This will lead to no where and
hence, the agenda of inclusive development should be the
top most priority of Uttar Pradesh. The question before all
ofusis “How dowegoabout?”

Keywords: Agriculture; Inclusive growth, Potential;
Public- Private Partnership; PPP.
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INTRODUCTION

Uttar Pradesh isthe most populousstate ofIndia and
after Maharashtra, it is the second largest economy
in our country. Agriculture forms the primary sector
of Uttar Pradesh economy, where the share of
agriculture, in the over all economy of Uttar Pradesh
is 28 per cent serving as the source of livelihood for
seven out of 10 people. Thus, agriculture has been a
way of life and continues to be the single most
importantlivelihood ofthe masses in Uttar Pradesh.

The state is endowed with abundant natural
resources in terms of fertile land, good river system,
varied soil and climatic conditions, good support in
terms of agro-industries and technical talent, which
are conducive for agricultural production and thus
the state is producing the largest share of food grain
in India. The state's share is 19.41% in fruits and
29.55% in vegetables production. The major
vegetables cultivated are peas, potato*, cabbage,
tomato, okra and other leafy vegetables and the
major fruits grown are mango (ranks 1st), aonla
(ranks Ist), guava (ranks 4th), banana & litchi.
Uttar Pradesh is the largest exporter of processed
frozen meat and contributes more than 60% of
India's meat exports annually, largest milk
producer** (ranks 1st) and contributes
approximately 1/ 5th of the total milk production of
the country. The state is the largest food grain***
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producer. Major food grains produced in the state
include rice, wheat, maize, bajra, gram, pea, lentils
and second largest producer of rice, accounts for
about 13% ofthe national production. The details are
given in Table 1 and 2.

Table 1: Contribution of Uttar Pradesh in
Key Agricultural Products (2011-12)

S.No | ltem India U.P.

1 Food Grains*** 25740 5170
2 Wheat 9390 3170
3 Rice 10430 1400
4 Pulses 1720 240

5 Sugar Cane 35770 12550

All figures are in million tones
Source: Directorate of Agriculture, GoUP

Table 2: Contribution of Uttar Pradesh in
Key Agricultural Products (2011-12)

S. No | ltem India | U.P. |[U.P.’s Rank
1 Potato* 39.66 | 13.58 | 1st
2 Livestock (excluding Cow) | 529.69 | 60.27 | 1st
3 Milk Production** 121.85| 21.03 | 1st
4 Vegetables 146.55 | 43.30 | 2nd
5 Fruits 74.87 | 1453 | 6th
6 Maize 16.72 [ 1.04 |6th
7 Oil Seeds 3110 | 091 | 7th

All figures in Million tonnes except Livestock, which is in Million nos.
Source: Source: Dept. of Food Processing, GoUP

In spite of the natural resources strength and
developed infrastructure facilities, the numbers of
small and marginal farmers and landless farmers
have increased considerably. Over the years, the
increase in population and inadequate employment
generation has stimulated pressure on agriculture.
The issues responsible for this have been identified
as:-

i. Population increase,
ii. High pressure on Agricultural for livelihood,
iii.  Degradation ofland.

Amity Business Review
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iv. Inadequateinvestmentin agriculturalsector,
V. Lack ofadequate infrastructure,
vi.  Lackofco-coordinated approach,

vii. Lack of inclusive participation in the growth
process,

viii. Rapid urbanization, migration of village
people.

In this backdrop, the present paper attempts to
examine the potential areas for publicprivate
partnerships in agriculture, for accelerating
inclusive development in the state through linking
the farming systems and agriculture to the value
chain and markets, in order to achieve higher
economicmargins and resource efficiency.

Inclusive growth: The inclusive progress of
economy of any state is not imaginable without
adequate agricultural development, which has a
direct impact on industrialization and investment.
This provides an immense opportunity to develop a
vibrant agrarian economy. The inclusive growth
implies participation in the process of growth and
also sharing of benefit from growth. It can be
observed from long-term perspective that the focus
is on productive employment rather than on direct
income sharing, as a means of increasing income for
excluded groups. According to absolute definition,
the inclusive growth is considered to be pro-poor as
long asthe poor getsthe whole some and meaningful
benefits, as reflected in some agreed measures for
removing poverty.

Public-Private Partnership: The Public-Private
Partnership (PPP) is a collaborative effort between
the public and private sectors in which each sector
contributes to the planning, resources and other
activities needed to achieve a shared objective. A
public-private partnership has also been defined by
the nature ofthe parties engaged in collaboration. In
this context, the definition is: “public-private
partnership is an arrangement entered into-between
two or more parties, specifically a nonprofit,
publicly-funded institution (e.g. National
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agricultural research agencies), on the one hand and
for-profit company (e.g. major multinational,
research-based agricultural firms)on the other.”

The public-private partnership is a
multidisciplinary, integrated and stakeholder
approach to address issues for economic growth and
development. The literature has referred to the
conceptofPublic-Private Partnership as: -

I) In the standard neoclassical economics
literature, public-private partnerships are the
subject matter of traditional welfare analysis,
typically evaluated according to the efficiency
of their social welfare impact. Public-private
partnerships are also a topic of analysis in
information economics which studies the level
of focus on the relationship and incentives that
become the basis for the flow of information
between partners (Binenbaum, et. al. 2003).

II) In the institutional economics literature, a
public-private partnership is a governance
strategy designed to minimize transactions
costs or other costs associated with forming
and sustaining relationships. It involves
contracting, coordinating, and enforcing a
relationship between actors engaged in the
production of some good or service
(Williamson, 1975, 1979). The magnitude of
such transactions costs is determined by - the
frequency with which public and private
parties interact, the uncertainty of these
transactions and the limits on actors, rational
behavior, and the specificity of assets used in
the interactions (Rangan, et. al. 2003). The
extent to which the partnerships reduce
transactions costs and improve the potential for
realization of economic opportunity, may
determine the beneficial structure of
production than,say, market-based operations,
inter-firm research association or vertical
integration of production activities into a
hierarchical firm structure.
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II) In the innovative system's literature, the focus
is on the economic and social institutions that
affect the opportunities for science-based
innovation within a given social or geographic
region (Dosi, et. al. 1988; Hartwich, et. al. 2003).
This has contributed significantly to the
discussion of networks and their effect on the
activities and interactions that generate
innovation.

IV) In the development policy and public
administration literature, the study of public-
private partnership represents a recent
paradigm shift in the field of organizational
thinking. The literature argues that public-
private partnerships are an optimal policy
approach to promote social and economic
development that brings together efficiency,
flexibility, competence of the private sector
with the accountability, long-term perspective
and social interests of the public sector (Richter,
2003; O.Looney, 1992; Etzioni, 1973). While
such partnerships blur the classic distinction
between the public and private sectors in a
modern economy, they also enhance the
potential for both efficient and equitable
production and distribution of social benefits
(Larkin, 1994). These issues receive particular
attention in the health and pharmaceutical
sectors, where the global and regional public-
private partnerships are increasingly common
(Buse and Walt, 2000a,b; Buse and Waxman,
2001; Lehman,2001; Ollila, 2003).

V) The Indian Council for Agricultural Research
(ICAR) states that PPP provides a functional
mechanism for collaboration to leverage CPS
resources, for adaptation oftechnology and for
commercialization where the costs, risks and
benefits can be shared. Improvements are
possible as the growing demand for quality
agricultural products in agriculture through
the integration of producers on the one hand
and retailers and processors on the other. This
not only creates an opportunity to reduce the
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risk in production and price, but also enhances
the potential to create partnerships between
farmer's groups and market players; besides
opening up better links with input suppliers,
financial and research institutions (Tiwari,
2012).

VI) Public-Private Partnerships, especially for
sustainable agricultural development can also
include multi-partner structures that brings
together private companies with entities such
as non-governmental organizations (NGO),
university research institutes and foundations,
(Nuziveedu Seeds,2012).

VII) In agricultural research, the growth of
education, extension and infrastructure by
Public-Private Partnerships through Private
distribution of Public Technologies, Private
Purchase of Public Research and Technologies
and Public Private collaborative Research
Partnership can be made, (Andrew, et.al.2001)

Private-Public Partnership- Potentials: Public-
private sector partnership (PPP) is a new
institutional arrangement to bring in synergy,
mobilize resources, generate, validate and transfer
technologies. Therefore, Public-private partnership
providesopportunities toaddresses the following:-

* Reducespubliccapitalinvestment,

« Improves efficiency due to strong profit
incentive,

e Private entity is more accountable than
government,

* Specialized expertise,
* Relieves government from staffing issues,
*  Sharesrisk/ responsibility,

* Government can still step in when private
entities arenot performing.

The state initiatives: The state offers a wide range of
subsidies, fiscal and policy incentives, industry
friendly policy framework to foster investments

Amity Business Review
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coupled with availability of skilled and semiskilled
workforce, attractive incentives and a responsive
and prompt public delivery system. Some of
financial incentives provided by Uttar Pradesh
government (Food Processing Industrial Policy,
2012)are as follows:

i)  100% Exemption from Stamp Duty.
ii) Exemption from MandiFees:

iii) Interestsubsidy

iv) CapitalInvestment Subsidy

v) Research & Development Grant

vi) Assistance for Global competitiveness, quality
& standardization

vii) Assistance for Patent/ Design Registration
viii) Assistance for Market Development.

ix) Assistance for Human Resource Development
under National Food Processing Mission

Learning from Successful Public-Private
Partnership initiatives in Agriculture in India:
Public- Private Partnerships have already been
developed in agriculture sectors. The success stories
ofsome ofthem are mentioned as follows:-

The Project Golden Rays is a Public-Private
Partnership developed in Rajasthan, where farmers
had opted for maize in view ofthe rising commodity
prices. The yields remained sub-optimal, despite
hybrid seeds, poor farming practices and a lack of
access to appropriate inputs. Monsanto worked
together with the State and NGOs on-site in 5
districts to implement credit and farmer capacity
building. Yields have reportedly increased as have
the farm income. This same model was applied in
Odisha / Orissa state, with 30,000 hectares of farm.
Maize is mostly grown in the tribal districts in
Odisha, (Programme Golden Rays, 2009-10). The
learning of Project Golden Rays, Rajasthan can be
applied to PPP initiatives in the field ofagriculture in
Uttar Pradesh.

The NSPL has been running a programme with the
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government of Uttar Pradesh under Private Public
Partnership (PPP mode) for carrying out extension
work in the state. Under this project, the company
has provided extension services in 25 districts of
Uttar Pradesh for paddy and maize crops. The
extension work involved among other things, were
Crop Demonstration, Farmers' Training and Field
Visits for Kharif season 2011-12. The project met the
desired result successfully and the UP government
appreciated this partnership, (Nuziveeedu Seeds,
2012). This project can be replicated in the other
districts of Uttar Pradesh.

The NSPL's introduction ofhigh density planting for
cotton has found rich response in Maharashtra. The
Government of Maharashtra has realized the
importance of high density cotton planting to
improve productivity of Cotton in Vidharbha region
and sanctioned an extension program in PPP with
NSPL to cover 10,000 acres with 2000 farmers in
Akola, Amravati and Buldhana districts. The project
isbeing implemented to assist poor farmers of major
cotton growing districts of Vidharbha region to
significantly improve productivity of their cotton
crop. The project will include high density planting
in 7500 acres under rain-fed conditions and 2500
acres under drip irrigation, (Nuziveeedu Seeds
,2012).

Principles of Public Private Partnership in
Agriculture in Uttar Pradesh:In view ofthe learning
from successful efforts of Public-Private Partnership
in agriculture sector and the government initiatives,
the following principles may be adopted in Uttar
Pradesh:

* Represent unique and advanced aspect of
agriculture.

* Provide an effective, technical and commercial
high-end platform.

e Educate various stakeholders of the state
agriculture process.

 Create a direct interface between the various
stakeholders.
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The above mentioned principles of Public- Private
Partnership will not only provide an opportunity to
improve the productivity and distribution of
agricultural produces but will also help in
improving the inclusive development of the state.
Some of'the likely benefits are:

a. Improveservicedelivery

b. Improve cost-effectiveness

c. Increaseinvestmentin publicinfrastructure
d. Reducepublicsectorrisk

e. Delivercapital projects faster

f. Improvebudgetcertainty

g. Makebetteruse ofassets.

Potential areas of Public-Private Partnership in
Agricultural Sector: The Public-Private Partnership
in Agricultural Sector in Uttar Pradesh has vast
potentialand may be tried in the following areas:

i. Post Harvest Management: To provide post
harvest infrastructure facilities like Pack
Houses/ Central Sorting, Grading, Packaging
Centers with Pre-Cooling and Cool Chain
facilities at the production centers. The cold
storages in the terminal markets can be
established.

ii. Food Processing Facilities: To provide
supporting infrastructure to meet the need for
quality and safe food products facilities like
quality testing laboratories can be established.

iii. Agriculture marketing setup:To strengthen the
state, the agriculture marketing setup has been
accorded the top priority. The partnership for
the establishment of infrastructure such as link
roads, transportand cold storage, cool chain and
processing units for perishable agricultural
produce will be the viable area. In order to store
the produce in the storage at mandi/ sub-
mandis, in the anticipation of getting
remunerative prices, facilities for credit on easy
terms and condition will be made so that the
farmers may bear the cost of storage.
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iv. Agricultural Research and Extension: This may
be made to strengthen the agricultural
innovation systems like research, education,
extension and infrastructure through Private
distribution of Public Technologies, Private
Purchase of Public Research and Technologies
and Public Private collaborative Research
Partnership.

CONCLUSION AND RECOMMENDATIONS

Agriculture forms the primary sector of Uttar
Pradesh economy and the share of agriculture in
over all economy of Uttar Pradesh is 28 per cent. The
agro-climatic and geographic conditions of the state
favours production of crops like paddy, wheat,
sugarcane, potato, mustard, groundnut, gram, pea,
lentil, various vegetables and fruits. The agricultural
development and economic condition of the farmers
is not yet appreciable. The inclusive progress of
agricultural economy in Uttar Pradesh has immense
potential to emerge as one of the most economically
developed state in India. The state offers a wide
range of subsidies, fiscal and policy incentives;
industry friendly policy framework, to foster
investments coupled with availability of skilled and
semiskilled workforce. In addition to this, the PPP
modelshould be tried for this purpose and a lot more
may be learnt from the similar projects else where.
This provides a unique opportunity to mobilise
resources, generate, validate and transfer
technologies, and synergise multiple efforts towards
inclusive development. Therefore, the Public-
Private Partnership in Agricultural sector in Uttar
Pradesh has vast potential and may be a better
platform in research and extension, post harvest
management, food processing facilities, and
agriculture marketing setup.
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The purpose of this study is to examine the service quality

in Institutions providing higher education using the
dimensions of SERVQUAL model. During the last
decade, quality initiatives have been the subject of an

enormous amount of practitioner and academic discourse,

and at various levels have found a gateway into higher
education. A modified SERVQUAL instrument along
with the focus group interviews are used to generalize the
results. The objective of the study is to explore the services
offered by theinstitutions of higher education, finding the
perception and expectation of the students and thereby to
find the gap between the expectation and the perception of
the students from the institutions of higher education. In

an attempt toimprove the quality of services offered by the
institutions of higher education, several recommendations
and conclusions are extracted and some direction for
further research is suggested.

Keywords: SERVQUAL, Educational Services, Service
Quality, Higher Education
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INTRODUCTION

Over the last decade, Indian business and
management schools have experienced an
increasing number of under graduate and post-
graduate students in hope of obtaining high quality
education. India seems to have indeed entered a
golden age for higher education. Many progressive
steps taken in 12th, 13th and 14th Five Year Plans
have cometo fruition. The country has emerged to be
a global magnet for aspiring learners, and a role
model for high-quality affordable educational
systems.

Today,

* India is the single largest provider of global
talent, with one in four graduates in the world
beingaproductofthe Indian system

* Indiais among top 5 countries globally in cited
research output, its research capabilities boosted
by annual R&D spends totaling over US$140
billion

* India is in the fourth cycle of its research
excellence framework with at least a 100 of
Indian universities competing with the global
best

e 23 Indian universities are among the global top
200 going from none two decades ago.

* In the last 20 years alone, 6 Indian intellectuals
have been awarded the Nobel Prize across
categories

* India is a regional hub for higher education,
attracting global learners from all over the world
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* The country has augmented its GER to 50%
while also reducing disparity in GER across
statesto Spercentage points

e The Indian higher education system is needs-
blind, with all eligible students receiving
financial aid. Two thirds of all government
spending towards higher education is spent on
individuals,including faculty and students

* India's massive open online courses, started by
several elite research universities, collectively
enroll 60% of the world's entire student
population

 Indian higher education institutions are
governed by the highest standards of ethics and
accountability with every single one of them
being peer-reviewed and accredited

To sum up, the three tiers of Indian universities
produce among the best-in-class knowledge
creators, problem solvers and process managers,
who also display deep social, cultural and ecological
sensitivity, and are collaborative leaders and
responsible citizens. In effect, the Indian graduate of
today is not only an excellent human resource but
also an admirable human being. Even as India
deserves to fully revel in its resounding success of
the last two decades, it must remember that to
maintain its position of leadership in higher
education, the next twenty years call for just as much
leadership, vision and commitment as did the last
twenty, and a golden vision 2050 should be India's
next aspiration! ("EY - Higher education in India:
Vision 2030 - Ernst & Young." 19 Jun. 2014,
http:/ / www.ey.com/ Publication/ vw LU Assets/ H
igher-education-in-India-Vision-2030/ $FILE/ EY-
Higher-education-in-India-Vision-2030.pdf 19 Jun.
2014).

The search of quality has become an important
consumer trend (Parasuraman et al. 1985, 1988) and
a whole industry centered on the measurement of a
consumer and perceived quality satisfaction has
arisen (Berry et al. 1988). The nineties can be
described as a “decade of heightened interest in
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quality” (Srikanthan 1999). The term “quality” has
been defined from different perspectives and
orientations (Shaney et al. 2004) and according to
Tapiero (1996) depends on the person making the
definition, the measures applied and the context
within which it is considered. “Quality is
excellence”, “quality is value”, “quality is
conformance to specifications”(Pariseau and
McDaniel 1997) “quality is fitness for use” (Juran and
Gryna 1988), “quality is conformance to
requirements” (Crosby 1979), “defect
avoidance”(Crosby 1984), and “meeting and/ or
exceeding customers expectations”, claimed
Parasuraman et al. 1985). Many of the well-known
definitions of quality emphasize the relationship
between quality and a customer's need and
satisfaction (Zafiropoulos et al. 2005). Petruzzellis et
al. (2006: 351) stated, “the higher the service quality
the more satisfied the customers”. In that way,
satisfaction is based on customer's expectations and
perception of service quality (Christou and Sigala
2002; Ekinci 2004; Sigala 2004a, b). Stodnick and
Rogers's (2008) study applied the SERVQUAL
instrument to measure student perceptions of
service quality in a classroom setting, and the results
demonstrated that a customer-centric quality scale
such as SERVQUAL could be applied in a classroom
setting.

Since the mid-1990s, a large variety of assessment
methods have been used to appraise service quality
in higher education, namely: student evaluations,
importance-performance analysis (IPA), Servperf
analysis, gap analysis, and SERVQUAL gap
analysis. The SERVQUAL instrument
(Parasuraman, Berry, & Zeithaml, 1991, 1994;
Parasuraman, Zeithaml, & Berry, 1988) widely
recognized in the service sector as a multi-item scale
developed to assess customer perceptions of service
quality has been used to assess service quality in
higher education at the undergraduate level
(O’Neill, 2003; Pariseau & McDaniel, 1997; Stodnick
& Rogers, 2008).

The SERVQUAL approach has been applied in
service and retailing organizations (Parasuraman et
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al., 1988; Parasuraman et al., 1991). Service quality is
a function of prepurchase customers, expectation,
perceived process quality, and perceived output
quality. Parasuraman et al. (1988) defines service
quality as the gap between customer's, expectations
of service and their perception of the service
experience. Based on Parasuraman et al. (1988)
conceptualization of service quality, the original
SERVQUAL instrument included 22 items. The data
on the 22 attributes was grouped into five
dimensions: Tangibles, Reliability, Responsiveness,
Assurance, and Empathy. Numerous studies have
attempted to apply the SERVQUAL. This is because
it has a generic service application and is a practical
approach to the related areca. This instrument has
been formed to measure service quality in a variety
ofservices such as hospitals (Babakus & Glynn 1992),
hotels (Saleh & Rylan 1991), travel and tourism (Fick
& Ritchie 1991),atelephone company,two insurance
companies and two banks (Parasuraman et al. 1991).
SERVQUAL is a multi-item scale developed to
assess customer perceptions of service quality in
service and retail businesses (Parasuraman et. al.,
1988). The scale decomposes the notion of service
quality into five constructs as follows:

* Tangibles - physical facilities, equipment, staff
appearance, etc.

* Reliability - ability to perform service dependably
and accurately

* Responsiveness - willingness to help and respond
to customer need

* Assurance - ability of staff to inspire confidence
and trust

* Empathy - the extent to which caring
individualized serviceis given

SERVQUAL represents service quality as the
discrepancy between a customer's expectations for a
service offering and the customer's perceptions of
the service received, requiring respondents to
answer questions about their expectations and
perceptions (Parasuraman et. al., 1988). The use of
perceived as opposed to actual service received
makesthe SERVQUAL measure an attitude measure
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that is related to, but not the same as, satisfaction
(Parasuraman et. al., 1988). Parasuraman et. al.
(1991) presented some revisions to the original
SERVQUAL measure to rectify the problems with
high means and standard deviations found in some
questions and to obtain a direct measure of the
importance of each construct to the customer. Later
the research analysis reveals that it is possible to
integrate the two approaches by integrating Service
Quality Gap Analysis and Utility Theory (Robert F
Bordley, 2001). The dominant models of Positivistic
approach have been created by Christian Gronroos
(1984) and A Parsuraman, Valarie A Zeithaml and
Leonard L Berry (1985). Both models look at service
quality gaps between expected service and
perceived service from the point of view of the
researcher. They consider service quality as a
multidimensional attitude held by consumers where
each dimension ismadeup ofanumber ofattributes.
The models assume a rational, rule based review of
service quality as an accurate depiction of consumer
perception. ("SERVQUAL-IS Theory." 08 Mar. 2014,
http:/ / istheory.byu.edu/ wiki/ SERVQUAL 19 Jun.
2014).

However, the Gap Analysis Model of Service
Quality created by Parsuraman, Zeithaml and Berry
(1988, 1985) is the most widely accepted instrument
to measure service quality. They postulated that a-
priori factors like Personal Needs, Word-of-Mouth
influences and Past Experiences as well as
Communication by the service organization create
Expectation of service. ("Gap Analysis in Service
Through SERVQUAL: A Study of ...."
http:/ / papers.ssrn.com/ abstract=2334207 19 Jun.
2014). A service quality gap results when service
perceptions fall short of expectations. Whereas when
the service is delivered, the customer forms a
Perception. The extent of difference between the two
contributes to the customer evaluating the service
highly or otherwise. Other researchers have
concluded similarly, in terms of prior expectation of
the service if formed by the customer's mind using
intrinsic and extrinsic cues, previous experience and
other information sources (Gould and Williams,
1999). ("Comparison of Customers Perception with
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Regard to ..." 18 Jan. 2013, http:/ / www.delhi
businessreview.org/ v_13n2/ v13n2f.pdf 19 Jun.
2014).

The first possible gap is the knowledge gap. The
second possible gap isthat ofstandard. Itis theresult
of differences in managing knowledge of the client's
expectations and the process of service provision
(delivery). The fourth possible gap is the
communication gap arising when there is a
difference between the delivered service and the
service that the company promised to the clients via
external communications. According to the model
'Service Quality (SQ) =Perception (P) Expectation
(E)'. For each respondent, the service quality for each
dimension is calculated: where SQ is the service
quality of the jth dimension, Ejj is the expectations
for the ith attribute in the jth dimension, Pij is
perception for the ith attribute in the jth dimension
and nj is the number of attributes in the jth
dimension. An average score for each dimension is

then calculated across all respondents. A global
service quality score is also calculated by taking the
arithmetic:

The instrument created by the authors of the Gap
Analysis Model, called SERVQUAL includes 5
dimensions of service quality Reliability,
Responsiveness, Tangibles, Assurance and
Empathy. Parsuraman have published studies prior
to their paper on the Gaps model wherein they
started with 10 dimensions that were tested amongst
consumers and judges across various service
industries and thus was refined to 5 dimensions
before being used in SERVQUAL. Several later
models also use the 5 dimensions as bases for
evaluating service quality. Research has been
conducted across industries and cultural contexts
using SERVQUAL (Fornell, C. 1992). Critics of
SERVQUAL (Nyeck, S., Morales, M., Ladhari, R., &
Pons, F. 2002) argue that depending on the context
and the particular service industry, the dimensions

Figure 1. The Service Quality Model
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of quality may be prioritized differently and may
even be customized. Some service quality
researchers even go to the extent of saying that the
difference scores between perception and
expectation, as computed using SERVQUAL should
be avoided (Peter, Churchill and Brown, 1992) and
state that there are serious problems in

conceptualizing service quality as a difference score.
In their empirical studies, Cronin, Brady and Hult
(2000) used a performance-only measure of Service
Quality, called SERVPERF, and found that the new
scale captured the variation in Service Quality better
than SERVQUAL. Where the global service quality
scoreisalso calculated by taking the arithmetic:
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REVIEW OF LITERATURE

Service Quality In Education

During the last decade, quality initiatives have been
the subject of an enormous amount of practitioner
and academic discourse, and at various levels have
found a gateway into higher education (Avdjieva
and Wilson, 2002). In the US many academic
institutions have implemented such policies in
response to a reduction in student funding,
complaints by employers and parents, as well as the

pioneering success of such drives in many corporate
businesses (Kanjiand Tambi, 1999).

However, since the early to mid 1990s a stream of
work has explored aspects of service quality relating
to the teaching and learning factors, and the
environmental attributes influencing higher
education (Harrop and Douglas, 1996; Narasimhan,
1997; and Shank et al., 1995), with the majority of
such investigations using student evaluations to
assess quality (Rowley, 1997; Aldridge and Rowley,
1998).

An Empirical Study on Assessing Quality of
Educational Service Using SERVQUAL Model

S.NO.

YEAR

AUTHOR

FINDINGS

1996

Tomovick, Jones
and Al-Khatib

Examined the factors that influence the service quality perceptions of international students in US
business schools. They adapted the SERVQUAL for an educational setting. It contained 20 of the
original 22 SERVQUAL items. They dropped, after pretesting, two items deemed inappropriate for
the educational setting. They assessed both discriminant and convergent validity of the modified
scale, keeping the five dimensions of the SERVQUAL (tangibles, reliability, responsiveness,
assurance, and empathy). They found that international business students considered tangibles
(e.g. of appealing facilities) one of the two most important factors in their assessment of educational
service quality.

1997

Adee

Suggests that several “university characteristics' may be useful in explaining the perceived quality
among students, these being an emphasis on competent teaching, the availability of staff for student
consultation, library services, computer facilities, recreational activities, class sizes, level and
difficulty of subject content, and student workload.

Conceptualized service quality as comprised of three dimensions: physical quality; interactive
quality, and corporate quality. Physical quality dimensions refers to the quality of physical elements
of service, including tangible products elements that accompany the service offer, supporting
equipment and the physical environment where service takes place. Interactive quality dimension
refers to the quality of interaction between customer and other elements of service experience, i.e.
service personnel, other customers, and machinery and equipment. Corporate quality is the quality
dimension which is developed through the years of existence of a service company. It has a symbolic
nature and refers to the way potential customers view the corporate entity, its image or profile

They identified ten dimensions of service quality, which were presented together with a model of
service quality. They were accessibility, reliability, responsiveness, competence, courtesy,
communication, credibility, security, understanding the customer, and tangibles

Service quality is comprised of two dimensions: technical quality and functional quality. Technical
quality concerns the outcome, or what the customer received from the service and can be
measured similarly to the assessment of product quality. Functional quality concerns the process
of evaluating the manner of delivering the service. 1988JuranQuality is fitness for use, the extent
to which the product successfully serves the purpose of the user during usage.

Reported that SERVQUAL scale is a very useful starting point for measuring service quality and
that SERVQUAL can be supplemented with additional findings regarding gap scores. They
support their scale, arguing that SERVQUAL can be used in various industries, modified when

Reported that a majority of students' in their study were dissatisfied with their business school for
what they perceived to be insufficient orientation assistance on their arrival at the school.

Suggests there may well be a ‘mismatch’ between students' expectations and their perceived
quality. Using a framework that he developed to investigate a small sample of accounting
undergraduates in the UK, he discovered that negative results (P-E) emerged in terms of
academic service factors, including course content, teaching quality, teaching methods, personal
contact with academic staff, feedback, and student involvement with curriculum.

S.NO. | YEAR | AUTHOR FINDINGS
1982 Crosby Quality is conformance to requirements.
1982 U. Lehtinenand
J.R. Lehtinen
1985 Parasuraman,
Zeithaml and Berry
1984 Gronroos
1991 Parasuramanetal.
necessary according to industry characteristics.
1991 Stewartand
Felicetti
1995 Hill
1996 Owlia & Aspinwall
SERVQUAL - type structure

Conceptually arranged thirty “quality characteristics' into six dimensions named “tangibles',
‘competence', “attitude', content, “delivery', and “reliability' as a framework for future tests in a
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1997

Pariseau and
McDaniel

used the SERVQUAL framework to draw comparisons between faculty members and undergraduate
students regarding their expectations and perceptions of professors.

1999

Fordetal.

Suggest that because of the high competitive intensity surrounding business related courses,
institutions need to better understand the nature and quality of service offered. They also warn that
blanket strategies may not be applicable globally, as different cultures could have different service
quality needs.

1999

Longetal.

used "gap analysis' to develop a number of questions in order to compare what students “look for'
(expect) and what they “experience' on a course.

2000

Oldfield and Baron

Empirical findings from a sample of students studying in the UK revealed three factors that appear to
be important in a business and management faculty. These were labelled ‘requisite' - items which
were deemed essential to enable students to fulfil their studies, "acceptable' as those aspects
students feel are desirable, and “functional' - representing items of a practical or utilitarian value.

2000

Sander etal.

Examined undergraduates' expectations and preferences in teaching, learning and assessment.

2001

Lampley

Formed a number of question statements relating to responsiveness / caring, records / paperwork,
university services, accessibility / safety, knowledge / scheduling, facilities / equipment, and public
relations to measure expectations and perceptions among doctoral students in six US universities.

2001

Wisniewski

Suggests that SERVQUAL can be applied across a broad range of service organizations coming
from different sectors, since it employs psychometric testing and trials. Indeed, since its introduction,
SERVQUAL scale has been tested and used in various contents.

2002

O'Neill

Using a modified SERVQUAL scale undertook a longitudinal study on a sample of undergraduate
students in Western Australia. Although his findings demonstrated that the measurement items failed
to load on the five prescribed SERVQUAL dimensions, he discovered that student perceptions of
quality had deteriorated - suggesting service quality in higher education may be influenced by time.

2003

Vidaletal.

The researchers suggest that "guidance services', in “professional’, “academic' and "personal’
matters play an integral part of the education process in Spain.

2003

Lau

Many American institutions are experiencing a loss in students not returning to campus to complete
under graduate programmes. As a result she provides a conceptual framework consisting of three
factors based on learning, teaching and resources (Institutional Administrators, Faculty, and
Students) which are considered to influence student involvement /learning, which in-tumn leads to
student retention, and graduation.

2003

LaBay and Comm

Developed a number of measures to evaluate student expectations and perceptions, concerning
their tutor, on a sample of undergraduate and distance learning students. Using a wide range of
scales

2003

Ham and Hayduk

Delineate that the dimensions of SERVQUAL may be intrinsically linked to the overall quality of
service as well as customer satisfaction.
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OBJECTIVES OF STUDY

The main objectives of this study are:

(1) To explore the services offered by Institutions of
higher education.

(2) To find the expectation and perception of
students about the services offered to students
studying in Institutions ofhigher education

(3) To determine whether there is any gap between
the expectations and perception of students
about services offered by Institutions of higher
education.

(4) To determine whether students getting value to
their fee against the services offered by the
Institutions ofhigher education.

(5) To determine whether students are overall
satisfied with the services offered by the
Institutions of higher education and how much
satisfied they are torecommend others also.

RESEARCH METHODOLOGY

An action research approach was adopted for this
line of investigation. In depth personal interviews
were undertaken with the Head of Departments and
Director of Post-Graduate and Under-graduate
Programmes. Two focus group discussions were
also performed at this stage. The first took place with
Head of Departments, who have responsibility for
the daily operations and welfare of such students.
The second was conducted with four postgraduate
and four undergraduate students. Such exploratory
research methods can prove beneficial for
generating ideas and obtaining further insights in
order to build on the literature. After each interview
and focus group, various modifications were made
to the instrument based upon the recommendations
offered. The framework was then later tested with a
small sample of post-graduate and under-graduate
students. The entire procedure proved invaluable in
helping to develop, test and refine an instrument
designed to measure service quality among
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postgraduate and undergraduate students, and thus
provided a significant input into the overall research
process. The final instrument consisted of three
constituent parts. The first section outlined nineteen
statements that were modified from the original
SERVQUAL instrument, and this part was used to
measure students' expectations prior to coming to
the college of higher education. Two subsequent
dimensions were added, and these were labeled
‘guidance' (items referring to the guidance and
support elements provided), and “institution’' (items
referring to the facilities that the institute provides).
Similar statements were later used in the second
section to obtain the students' perceptions. This part
also contained a series of questions relating to the
performance measures that were earlier highlighted.
In an attempt to avoid respondent confusion, seven
item likert scales were used throughout, anchored
by 1 - Strongly Disagree through to 7 + Strongly
Agree.

For each of the statements, mean values of
Perception (P) and Expectation (E) are calculated
whereas the third column in the table la and 1b
represents the gap between the expectation and
perception of students towards the higher education
institutions.i.e. Gap =P E (Parasuraman etal., 1988).
The three columns in the table la and 1b given the
mean scores of summarized results of the
perception, expectation and gap scores. However
totalmean scores and dimension wise average is also
shown so that in order to deep understanding of the
dimensions required for improving the quality of
services in the higher education. The expectation
and perception items were measured using a seven
point scale, from 1 = strongly disagree, to 7 =
strongly agree, with four serving as a mid point /
neutral opinion on the scale. Mean scores greater
than four identify a tendency for respondents to
agree with a particular statement, whereas means of
lessthan four indicate disagreement.
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RESULTS

Table la: Mean Scores for the SERVQUAL Expectations and Perceptions

DIMENSIONS PERCEPTION(P) EXPECTATION(E) P-E
Responsiveness

1. Prompt services by employees of Institution 4.81 5.77 -0.96
2. Teaching and Non teaching staff willing to help students 5.24 6.00 -0.76
3. Prompt response to requests of students by employees 4.65 5.49 -0.84
TOTAL 14.7 17.26 -2.56
AVERAGE TOTAL 4.9 5.75 -0.85
Assurance

4. Instill confidence 4.76 5.57 -0.81
5. To be courteous 5.01 5.52 -0.51
6. Have knowledge 5.24 6.08 -0.84
TOTAL 15.01 17.17 -2.16
AVERAGE TOTAL 5.00 5.72 0.72
Empathy

7. Teaching staff provide individual attention to students 4.08 5.28 -1.2
8. Support staff provide individual attention to students 4.04 5.31 -1.27
9. Employees of Institution understand needs of students 3.95 5.37 -1.42
10. Employees of Institution have best interests at heart 418 5.23 -1.05
11. Institutions have convenient hours 4.07 6.16 -2.09
12. Institutions offfice has convenient hours 418 5.78 -1.6
TOTAL 245 33.13 -8.63
AVERAGE TOTAL 4.08 5.52 -1.44
Tangibles

13. Institutions have modern looking equipment 5.29 5.46 -0.17
14. The employees are neat and clean. 5.34 5.81 -0.47
15. Materials of the Institution is visually appealing 5.03 5.58 -0.55
TOTAL 15.66 16.85 -1.19
AVERAGE TOTAL 5.22 5.61 -0.39
Reliability

16. Employees of Institution deliver services on-time 5.19 6.06 -0.87
17. Employees of Institution are ready to solve problems 4.63 5.84 -1.21
18. Employees of Institution perform right the first time 4.86 5.77 -0.91
19. Employees inform of events and services 5.04 5.87 -0.83
TOTAL 19.72 23.54 -3.82
AVERAGE TOTAL 4.93 5.88 -0.95
SERVQUAL TOTALS 89.59 107.95 -18.36
SERVQUAL AVERAGE 4.826 5.696 -0.87
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thetangibles dimension modern looking equipment

and neat employees were found to be significant at

<.05. It can be concluded here that there is a
significant difference between the students'
expectations and perceptions of services offered by
Institutions to students at the 95 per cent confidence

level. However, for all the other statements, thereis a
statistical significance of _ <.01, which illustrates a
statistically significant gap between the students'
perceptions and expectations of services offered to
them atthe 99 per cent confidence level.

Table II: Paired Sample T-Test Statistics

Table Ib: Mean Scores for the Institution and Guidance Dimensions

DIMENSIONS PERCEPTION(P) EXPECTATION(E) P-E
Institution

20. Adequate sports and recreation facilities in Instituion 422 5.54 -1.32
21. Location of Campus is suitable 5.45 5.73 -0.28
22. Layout of campus is suitable 5.15 5.42 -0.27
23. Library facilities are suitable 5.71 6.52 -0.81
24. Adequate books are available in library 483 6.22 -1.39
25. Healthcare provisions are adequate in the Institution 4.64 5.50 -0.86
26. Financial services are adequate in the Institution 3.92 5.21 -1.29
27. Class sizes are suitable 4.22 5.87 -1.65
28. Appropriate level / difficulty of study 485 5.89 -1.04
29. Work load is adequate 485 5.56 -0.71
30. Students are treated as a client 4.44 4.87 -0.43
31. Comfortable lecture theatres available for the students 484 6.24 -1.4
32. Sufficient computing facilities 5.41 6.17 -0.76
33. Adequate study areas 4.48 5.87 -1.39
34. Adequate media support 4.49 5.95 -1.46
35. Refreshment areas are suitable and comfortable 4.07 5.38 -1.31
36. Reasonably priced refreshments is available for students 3.47 5.84 -2.37
TOTAL 79.04 97.78 -18.74
AVERAGE TOTAL 4.65 5.75 -1.10
Guidance

37. Suitable career guidance provided by faculty and placement cell 4.66 5.84 -1.18
38. Suitable academic guidance by the faculty of Institution 512 6.08 -0.96
39. Guidance on personal matters by the Personal contact forum 415 5.09 -0.94
40. Guidance on cultural issues 4.26 5.22 -0.96
41. Suitable induction facility 4.45 5.48 -1.03
TOTAL 22.64 271.1 -5.07
AVERAGE TOTAL 4.528 5.542 -1.014
SERVQUAL TOTALS 101.68 125.49 -23.81
SERVQUAL AVERAGE 4.589 5.646 -1.057

Service Quality gaps (P E) is being shown in the
third column of the table la and 1b. It is being
observed that all the values in this column are
negative, which shows that students expect more
from the institutions providing higher education. It
shows services are falling short of students
expectations.
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Paired Sample T-Test Statistics about Services
offered by Institutions

Table Il represent the significant difference between
the perception and expectation of services offered by
the Institutions to students on all the dimensions and
forty one statements. Two ofthe paired items under

Amity Business Review
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DIMENSIONS t-value p-value
Responsiveness

1. Prompt services by employees of Institution 6.87 .000
2. Teaching and Non teaching staff willing to help students 6.45 .000
3. Prompt response to requests of students by employees 5.08 .000
Assurance

4. Instil confidence 6.37 .000
5. To be courteous 5.05 .000
6. Have knowledge 6.39 .000
Empathy

7. Teaching staff provide individual attention to students 7.24 .000
8. Support staff provide individual attention to students 6.84 .000
9. Employees of Institution understand needs of students 7.94 .000
10. Employees of Institution have best interests at heart 5.81 .000
11. Institutions have convenient hours 9.55 .000
12. Institutions offfice has convenient hours 8.58 .000
Tangibles

13. Institutions have modern looking equipment 2.24 .027*
14. The employees are neat and clean. 2.18 .031*
15. Materials of the Institution is visually appealing 452 .000
Reliability

16. Employees of Institution deliver services on-time 6.54 .000
17. Employees of Institution are ready to solve problems 7.95 .000
18. Employees of Institution perform right the first time 7.51 .000
19. Employees inform of events and services 5.49 .000
Institution

20. Adequate sports and recreation facilities in Instituion 7.55 .000
21. Location of Campus is suitable 2.68 .007
22. Layout of campus is suitable 3.51 .001
23. Library facilities are suitable 5.84 .000
24. Adequate books are available in library 8.24 .000
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DIMENSIONS t-value p-value
25. Healthcare provisions are adequate in the Institution 6.54 .000
26. Financial services are adequate in the Institution 8.12 .000
27. Class sizes are suitable 8.44 .000
28. Appropriate level / difficulty of study 5.44 .000
29. Work load is adequate 4.21 .000
30. Students are treated as a client 2.54 .006
31. Comfortable lecture theatres available for the students 8.75 .000
32. Sufficient computing facilities 5.46 .000
33. Adequate study areas 7.48 .000
34. Adequate media support 7.86 .000
35. Refreshment areas are suitable and comfortable 6.33 .000
36. Reasonably priced refreshments is available for students 9.24 .000
Guidance

37. Suitable career guidance provided by faculty and placement cell 6.48 .000
38. Suitable academic guidance by the faculty of Institution 6.21 .000
39. Guidance on personal matters by the Personal contact forum 5.42 .000
40. Guidance on cultural issues 8.78 .000
41. Suitable induction facility 7.21 .000

Table llla: The Correlates of Student Value (in terms of fees paid)
DIMENSIONS Beta t sig
Responsiveness 0.87 0.766 0.139
Assurance 0.07 0.101 0.912
Empathy 0.370 2.883 0.000
Tangibles 0.034 0.388 0.291
Reliability 0.064 0.562 0.568
R 0.852
R Square 0.754
R Square (Adj) 0.649

ANOVA
Model Sum of Squares df Mean Square F sig
Regression 51.11 5 10.222 6.681 .000
Residual 147.02 96 1.53
Total 198.13 101
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REGRESSION ANALYSIS

In order to analyze and generalize the results
regression analysis is being done to find the
relationship between certain dimensions and
variables. All the five factors i.e. Tangibility,
Reliability, Responsiveness, Assurance and
Empathy are taken as the independent variables
while other factors i.e. value for fees paid,
satisfaction with the experience and willingness to
recommend are serving as the dependent variables.
The data is being represented below. All the
dimensions i.e. Tangibility, Reliability,
Responsiveness, Assurance and Empathy are
regressed against one another to check the problem
of multicollinearity. In all cases, no significant
multicollinearity exists between the dimensions.

The above table Illa illustrates that there is a strong
correlation of 0.852 between dimensions and value
in terms of fees paid. It means there is a strong
positive correlation between the service dimensions

and the value in terms of fees paid. The value of
adjusted R21s 0.649 this is being taken as it is a case of
multiple correlation where dimensions itself can
correlate and affect the line of best fit which clearly
indicates that 64.9% variances in value in terms of
fees paid are explained by the service quality
dimensions. From the ANOVA table it is clear that
the service quality dimensions are significant to
explain the value in terms of fees paid as the
significant value is less that 1% level of significance.
The beta factor is higher in case of Empathy that is
0.370 it means the institutions has to concentrate
more on this service quality dimension as this is the
most important dimension for predicting the
perception of customers regarding value in terms of
fees paid.

The above Table I1Ib illustrates that there is a strong
correlation of 0.849 between service quality
dimensions and overall satisfaction of students in
terms of services offered by the institutions ofhigher
education. It means there is a strong positive

Table lllb: The Correlates of Student Satisfaction with the Experience
DIMENSIONS Beta t sig
Responsiveness 0.117 0.943 0.348
Assurance 0.062 0.516 0.605
Empathy 0.173 1.270 0.207
Tangibles -0.057 -0.559 0.576
Reliability 0.149 1.170 0.245
R 0.849
R Square 0.703
R Square (Adj) 0.621

ANOVA
Model Sum of Squares df Mean Square F sig
Regression 19.54 5 3.908 3.591 0.003
Residual 104.50 96 1.088
Total 124.04 101
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Table llic: The Correlates of the Students' Willingness to Recommend
DIMENSIONS Beta t sig
Responsiveness 0.094 0.692 0.491
Assurance 0.069 0.513 0.609
Empathy 0.061 0.409 0.684
Tangibles -0.034 -0.324 0.747
Reliability 0.165 1.203 0.234
R 0.817
R Square 0.792
R Square (Adj) 0.718

ANOVA
Model Sum of Squares df Mean Square F sig
Regression 13.98 5 2.796 1.967 0.000
Residual 136.47 96 1.421
Total 150.45 101

correlation between the service dimensions and
overall satisfaction of students in terms of services
offered by the institutions of higher education. The
value ofadjusted R2is 0.703 this is being taken as it is
a case of multiple correlation where dimensions
itself can correlate and affect the line of best fit which
clearly indicates that 70.3% variances in overall
satisfaction of students are explained by the service
quality dimensions. From the ANOVA table it is
clear that the service quality dimensions are
significant to explain the overall satisfaction of
students as the significant value is less that 1% level
ofsignificance.

The above table Illc illustrates that there is a strong
correlation of 0.817 between service quality
dimensions and willingness torecommend. [t means
there is a strong positive correlation between the
service dimensions and willingness to recommend.
Thevalue ofadjusted R2is 0.718 this is being taken as
it is a case of multiple correlation where dimensions
itselfcan correlate and affect the line ofbest fit which
clearly indicates that 71.8% variances in willingness
to recommend are explained by the service quality
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dimensions. From the ANOVA table it is clear that
the service quality dimensions are significant to
explain the overall satisfaction of students as the
significant valueis less that 1% level of significance.

CONCLUSION

It is to suggest that here the Institutions of higher
education are performing sufficiently well in terms
of the dimensions of the SERVQUAL model. The
negative gap score is argued in terms of students'
lack of experience and knowledge to judge certain
dimensions. Therefore, to some extent the gaps may
be inevitable, and the issue of ‘experience' comes
into the equation, which has been previously raised
as one of SERVQUAL's limitations (c.f. Buttle, 1996).
Aseach ofthe dimensions ofthe SERVQUAL model,
containing forty one statements, tested significantly,
the institution could adopt a corporate policy drive
to improve quality across the board. However, a
more focused approach may be to focus on those
areas considered to be of most relative importance as
perceived among the sample. From the data
collected, it was discovered that the Reliability and
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Institution dimensions appeared to be the two most
relatively important factors. Both had relative
percentage scores a few percent higher than the
Responsiveness, Tangibles, Empathy, Assurance,
and Guidance dimensions. The findings suggest that
students were not impressed by certain lecture
theatres, the lack of study areas, class sizes, and
insufficient media support. Hence, certain lecture
theatresneed tobere-vamped, and thereisa genuine
need to create study rooms for post-graduates,
reduce class sizes, and provide more technical
support facilities.

LIMITATIONS OF STUDY

It is recommended that more research should be
undertaken amongst the students studying in
institutions of higher education on a global basis.
Such kind of research will provide the fruitful data
and results can be used in comparing the services
being provided by the institution.
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Software packages provide good platform to perform the
statistical computations and data analysis. One of the
important features of these packages is the tools available
for drawing statistical graphs. Since graphs are
considered to be important tool for analyzing data, often
comparisons are made among the software packages based
on the graphical tools available in them by default. This
paper attempts tomake a comparison among the statistical
software packages based on the graphical tools available in
these packages. Information about the graphical tools is
collected from the various web sites. Ranks of the packages
werecalculated and afinal list is prepared as per the ranks.

Keywords: Statistical Graphics, ICT, Data
Visualization.
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INTRODUCTION

During the late 50s and 60s three statistical software
packages, BMDP, SPSS and SAS were developed.
The first among them was BMDP and its
development started in 1957, at the UCLA Health
Computing Facility. Three Stanford University
graduate students, Norman H. Nie, Dale H. Bent
and C.Hadlai Hul, developed SPSSin the year 1968.
SAS was developed almost simultaneously with
SPSS, since 1968 by computational statisticians at
North Carolina State University (Leeuw, 2009). With
the development in the field of personal computer
the second generation of statistical software started
to appear in the market in the 80's. The two main
statistical software packages that appeared in the
market during the period were Data Desk in the year
1985and JMP in 1989. Data Desk and JMP gave much
emphasis on the graphical user interface as they
were mainly developed for Macintosh platform.
Features like dynamic graphics and graphical
widgets to portray and interactively manipulate
data sets were the main attractions in those software
packages. While these two packages were famous
for their graphical interfaces, second generation
statistical software STATA was having command
line interface. Development of STATA started in the
year 1985. While the main features of Data Desk and
IMP were graphical user interface (GUI) and
interactive graphics, they were too difficult to
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extend. On the other hand, STATA mainly
emphasized on extensibility and user generated
code. In the early eighties, John Chambers and his
team started developing S language, which was
thought to be the alternative of MATLAB in
Statistics. For history and development of S one can
look into the works of Chambers (2008) and Becker
(1994). Initially, S was distributed free of cost in
academic institutions and was only used by the
researchers in higher educational institutions.
Insightful corporation later purchased S from AT &
T and marketed it as S plus. S plus was fully
dominating the market until R and LISP-STAT came
in. In the year 1990, Luke Tierney developed LISP-
STAT, a statistical environment embedded in the
LISP interpreter. It became a good alternative to R, as
it was more readily available and friendlier to
personal computers. It became easier to extend the
code written in either C or LISP. It had dynamic
graphics capability and these graphics could be
programmed and extended easily. During 2000,
active development of LISP-STAT was stopped and
R was available as an alternative. lhaka and
Gentlemen (1996) developed R incorporating some
of the features from two earlier languages, S and
Scheme.

In 1996, SPSS acquired BMDP and after that BMDP
started disappearing from the market. Again in the
year 2009, IBM acquired SPSS and changed its name
to Predictive Analytics Software (PASW). As the
name reflects, the focus of SPSS shifted from social
science research to social science data analysis and
business analytics. The same development is going
on in SAS as well. Originally SAS was the
abbreviated 'Statistical Analysis System".

For history and development of Statistical software
packages, one may go through the book by Francis
(1981). He discussed about sixty software packages
for statistical analysis. Hayes (1982) provided
detailed study of various features and origin of 213
software packages available till 1980. Francis (1981)
made the first systematic effort to measure the
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efficiency ofthe statistical software packages used in
industry and academics. For history and
development of statistical software one may see
Foxwell (1984), an issue of Capital PC Monitor
specially dedicated to statistical software packages
available for IBM PCs. Other studies in this regard
include Longley (1967), Wampler (1970), Wilkinson
and Dallal (1977), Anscombe (1967), Hayes (1982),
Wilkinson (1985), Simon and Lesage (1988, 1989), etc.

The developments in the field of Information and
Communication Technology (ICT) take place in
rapid speed. There are number of new software
packages introduced into the market and old ones
are modified several times to survive in this
competitive market. Robertson and Nelson (2010)
reviewed some software packages capable of space
time disease surveillance analysis and analyzed
some of their salient features, shortcomings and
usefulness. Some more literature in this area
includes Callert (2003), Oster (2003), Proctor (2006),
Altman and Jackman (2011).

Because of the recent development of information
and communication technology, collection and
storage of large dataset has become easier. At the
same time the complexity in analyzing these datasets
also increased. Earlier when the size of the dataset
used to be comparatively smaller, managing and
analyzing the data were easy as well. Iftheresult was
to be reproduced, that too could be done without
much effort. But, large datasets needs lots of
calculations before they can be made ready for
analysis and reproducing the result of analysis also
got complex. With the near-exponential growth of
PC computing power, many statistical techniques
are available at the desk-top, provided by software
packages that cover a wide range of analyses and
statistical graphics (Morgan, 1998). A wide range of
statistical software packages are available in the
present market. The users often get perplexed to
choose one package among them. Every software
package seems to have its own set ofunique features
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and ready to provide the user the best bid. Although
the exact number of software packages available is
hard to determine, but by a careful investigation
through various websites, one can find existence of
some severalhundreds ofsoftware packages ofthese
type. There are several websites providing such
information, but specific mention can be made to the
following web addresses,

http:/ / statpages.org/ javasta2.html
http:/ / www.math.yorku.ca/ SCS/ StatResource.html

http:/ / www.stata.com/ links/ statistical-software-
providers/

http:/ / www.amstat.org/ careers/ statisticalsoftware.cfm

http:/ / en.wikipedia.org/ wiki/ Comparison_of statistica
1 packages

These web addresses provide information about a
large number of statistical software packages
available in the current market. One can follow the
links to visit the home pages of the software
packages. Most of the packages are standalone,
while a few are there which can be used as Add-Ins
for various packages like Microsoft Excel. The
software packages are mostly priced, while some of
them are open sourced and can be downloaded free
of cost. Most of the companies providing the priced
software packages offer free trial versions for a
limited period.

OBJECTIVES OF THE PAPER

The objective of the paper is to make a comparative
study of the statistical software packages currently
available in the market, based on the graphical tools
available in those packages.

SELECTION OF THE SOFTWARE PACKAGES

The web addresses were visited in search of
statistical software packages available. A total of 112
statistical software packages were found from the
various sources. Table 1 shows the complete list in
alphabeticorder.
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Table 1 List of Statistical Software Packages

Alphabet | Software Packages

A ADaMSoft, Algebrator, Analyse-it, ASReml

B Baudline, BMDP

C CoStat and CoPlot - from CoHort Software

D DADISP, DAP, DataDesk, Dataplot, DataScene,
Descartes (plotting tool)

E EasyPlot, EditGrid, Epi Info, EpsTk, EViews

F Fityk, FlexPro, FreeMat

G GAUSS, GenStat, GeoGebra, GLE, GLIM - Genstat
from the Numerical Algorithms Group (NAG), GNU
Octave, Gnumeric, Gnuplot, Grace, GrADS, Graph,
Graphis
GraphPad Prism, Graphviz, Gretl

| IDPS, IGOR Pro

J JFreeChart, jHepWork, JMP

K KChart, Kig, Kst

L LabPlot, LabVIEW

M Maple, Mapping Contouring System, MathCad,
Mathematica, MATLAB, Mavis, Maxima, MedCalc,
Minitab, MLPlot, Monarch Charts,

N NCSS Statistical Software, NMath Stats, Nucalc,
Numbers (iWork), NumXL

0 OpenEpi, OpenPlaG, Origin, OxMetrics
Paraview, PDL, PGPLOT, Physics Plot, ploticus,
PLplot, Primer, PSPP

Q QtiPlot
R, RATS, Revolution Analytics, RLPIlot, RRDtool

S SAGE, Salstat, SAS, SAS System, SciDAVis, Scilab
SciPy, NumPy, matplotlib modules for Python,
SHAZAM SigmaPlot, SigmaXL, S-Lang, SOCR,
SPlus, S-PLUS, SPSS, Stata, Statgraphics,
STATISTICA, Statistical Lab, StatPlanet, StatPlus,
SymPy, Sysquake, Systat

T Tableau, Teechart

U UNISTAT

Vv Visifire, Vislt

W Winpepi, WPS

X XploRe
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After collecting names ofthe software packages, web
sites of the respective software packages were
visited for the purpose of collection of information
regarding the availability of the data visualization
tools in the packages. Some ofthe packages were not
having any data visualization tools and hence those
names were discarded from the list. Also, in case of
some other packages, the websites were not having
enough details about the data visualization tools in
those packages. Hence, those were not considered
further as well. After making a careful investigation,
a list of 17 software packages were made from that
list of 112. The rest were discarded mainly because
either those were not having the sufficient data
visualization tools in their packages or the websites
were not having enough information regarding the
availability of data visualization tools in the software
packages. Table 2.2 lists the 17 software packages
selected after filtering the list.

Table 2 List of software selected finally for comparison
SI No Name of the software
1 Analyse IT
2 BMDP
3 CoPlot
4 Data Plot
5 E View
6 Gauss
7 JMP
8 Mapple
9 Minitab
10 SAS
1 SPSS
12 STATA
13 Statgraphics Centurion
14 STATISTICA
15 SYSTAT
16 UNISTAT
17 Winks
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METHODOLOGY

The information about the availability of the
graphical tools in different software packages were
collected visiting the websites. In some cases, where
the information was not adequate in the respective
websites, trial versions of those packages were
installed and relevant information was collected.
The whole list of data visualization tools were
divided in three different categories, i.e., one
dimensional, two dimensional and 3 or n-
dimensional graphics. Then the frequency (number)
of visualization tools for each packages under each
category were collected. Appendix I shows the list of
software and availability of the data visualization
tools under above mentioned three categories. The
table in Appendix I consider the name of software
along the columns and the plots along the rows. The
entry 'l' in the cell indicates the presence of the
corresponding plot in the software named along the
column and '0'indicates its absence. The analysis can
beperformed in two steps.

Step I: Initially we perform Cochran's Q test to check
ifthe different software have identical effects for the
different graphical tools for the three different
categories of plots viz. one dimensional, two
dimensional and 3 or n-dimensional graphics
separately. The Cochran's Q statistic (Cochran, 1950)
isdefined as,

e [g))
o=[k&-D] | ——| ~xl,
ZRi(K_Ri)
(1)

where Kisthe totalnumber ofsoftware packages

C,isthe column total for thej"softwareundera given
category

R,is the row total for the i" graphical tools in a given
category
G is the grand total for the category under

consideration
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In case thetestresults indicates significant difference
in the effect of the software then step 2 is taken up
which isatypeofcomposite index based on ranks.

Step 2: The software packages were having different
frequencies under the three categories. If a single
category is given importance and ranks are
calculated depending on this, the calculated rank
may not reflect the importance of the other two
categories. Thus, in the next step of calculation, the
ranking, weight for each of the categories were
calculated. Generally the simple average gives equal
importance to each of the categories, but when
variables are weighted to a composite measure, the
relative importance of the variables is considered.
Iyenger and Sudarshan (1982) opined that the
weights vary inversely as the variance in the
respective variables. This definition of weight has
been used to calculate the weights for the three
categories ofthe graphical tools.

Let x; be the frequency of graphical tools in the i
category for j" software, where i = 1, represents one
dimensional graphical tools, i = 2, represents two
dimensional graphical tools and i= 3, represents 3 or
n-dimensional graphical tools and j (= 1,2,..., 17)
represents the different software packages in the list.
Ifwibethe weight ofi” category then itis given by

c .
W= i =123
Jvar(x,)
..(2)
Where ZW,- =1 and Cis anormalizing constant

) 3 1 B
hich foll =
which follows ¢ {le\/vari(x)}

The choice of the weights in this way would ensure
thatthe large variation in any one ofthe factor would
not unduly dominate the contribution of the rest of
the factors (Iyenger and Sudarshan, 1982).

Following this we calculate a score S, (j=1,2,...17) for

each softwareusing the formulain (3).
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P (3

The nextstep is to calculate the ranks for the different
software packages and for that a well-established
method by Olson (2004) was used. The steps of
calculation in this method are stated below:

a) Identify the ideal alternative (extreme
performance on each criterion)s+:

b) Identify the nadir alternative (reverse extreme
performance on each criterion)s-:

c) Develop a distance measure over each criterion
tobothideal (D+)and nadir (D-).

d) Foreach alternative,determine aratio R equal to
the distance to the nadir divided by the sum of
the distance to the nadir and the distance to the
ideal,

_D
D™ +D* (4

e) Rankorderalternatives by maximizing the ratio
in Step d.

Following the above mentioned steps , the
researchers calculated the ideal alternative of S;i.e.,
maximum of S, and nadir alternative of §; i.e.,
minimum of S. Then the authors calculated the
differences D+, the differences of each S, from
maximum of S, and D-, differences of each S; from
minimum of S, The ranks for each software packages
are calculated by using formulain (4).

RESULTS

Table 3. shows the result ofthe Cochran's Q test. The
performance of the packages under different
categories of plots viz. one dimensional, two
dimensionaland 3 or n-dimensional graphics are not
same indicated by p-value (less than 0.05) for each of
the cases.
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Table 3: Result of Cochran's Q test on data in Appendix

Calculated p-value of Conclusion
value of s for
Cochran’s 16 df
Q-Statistic
1Dimensional 33.643 0.006 Difference is
significant
2Dimensional 41,798 0.0004 Difference is
significant
3D/N dimensional | 34.949 0.004 Difference is
significant

As the effect of the different software varies
significantly in each of the different
categories so a composite index is
developed based on the procedure
explained in Step 2 of the previous section.
Table 4 provides list of 17 software
packages along with their composite score
and calculated ranks. The calculations ofthe
ranksareshown inthe AppendixII.

CONCLUSION

The ranks calculated for the 17 software packages
here arctotally based on the graphicaltools available
in those packages. From Table 4, one can observe that
relatively lesser known software package 'Mapple'
secured the top position amongst the 17 packages
considered for calculation. One of the most popular
software used in statistical analysis, SPSS (now IBM
SPSS) could only secure the 4th position in the list
preceded by Mapple, Statistica and Statgraphics
Centurion. SPSS is mainly used in the field of social
science research and business analytics. SAS is also
in the same field of business analytics and it needs its
user to write codes to get the computation done.
Minitab commonly used for teaching statistics to the
students. The ranks calculated here are only based
on the graphical tools and it may change if other
analytical features ofthe software are considered.

Table 4 Calculated scores and ranks of the software
packages depending on the available graphic features

Software Score Rank
Mapple 1.0000 1
STATISTICA 0.9252 2
Statgraphics Centurion 0.8826 3

SPSS 0.8772 4

JMP 0.8077 5
UNISTAT 0.6065 6
Minitab 0.5962 7

SAS 0.5728 8

Data Plot 0.4815 9

E View 0.4712 10
Analyse IT 0.3949 11
STATA 0.3729 12
CoPlot 0.3716 13
SYSTAT 0.1703 14
Gauss 0.1511 15
BMDP 0.0220 16
Winks 0.0000 17
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Appendix |

Analyse IT

CoPlot
BMDP
Data Plot
E View
Gauss
JMP
Mapple
Minitab
SAS
STATA
Statgraphics
Centurion

STATISTICA
SYSTAT
UNISTAT
Winks

SPSS

One dimensional

Bar Plot

Histogram

Boxplot

Mean Error Bar Plot

XY Graph / Contour Plot

Error Plot

Stacked Bar Plot

Block Plot

Mean Plot

Normal Probability Plot

Hi-Lo-Open-Close chart

oO|lo|lo|lo|o|o|Oo|=|=|—=~|—

olo|lo|lo|w|a|m|lo|lo|=|o
o|lo|lo|o|lo|lo|o|o|=|o|—=
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o|lm|lo|lo|lo|lo|=|o|=|=|=
o|lw|lo|lo|lo|m|=|lo|=a|=|=
o|lw|lo|lo|lo|lo|=|o|=|=|o
olo|lo|w|o|lo|=|o|=|o|=
olo|lo|lo|lo|lo|o|lo|=|=|=
ala|lo|lolw|lol=w|lo|=|=|=

ol |||l |—=]|—
oO|lo|lo|lo|o|o|o|o|o|o| —
||l |lO|lO|—=|r|lO|lOCO|OC| —
OoO|lo|lo|lo|o|oo|lo|oo|Oo|o | —

aAla|la|lo|lm|lm|lo|la|l sl —

Two dimensional

CDF Plot

Scatter Plot

Normal QQ Plot

Frequency Plot

Polar Graphs

Bi Histogram

Control Chart

SD Plot

Area Plot

Spike Plot

oO|l—=|O|OO|O|O|OO|O|—=|O

Seasonal Plot

Bland Altaman Plot

Pareto Curve

o | o

Density Chart

oO|lo|o|Oo|Oo|O|o|Oo|OO|CO|—=|—=|—=|—

olo|lo|lo|lo|o|o|o|lo|=|o|lo|lo|o
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o|lo|lo|lo|o|+r|O|O|O|=|O|lO|—2|O
OoO|loO|r|O|O|O|O|O|O|O|O|O|O|CO

Three/n dimensional

Scatterplot Matrix /
correlation matrix

3D Graph

Triangle Graph

Star plot

3D Scatter Plot

Bubble Plot

Surface Plot

oO|lOoO(r|O|lO|—|—

Radar Chart

Icon Plot

oO|lOoO|lOoO|loO ||| |O |—
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Appendix Il

Software Uni Two Thee/n diff with | diff with D+ D- R Rank
Dimensional | Dimensional | Dimensional maximum | minimum

Analyse IT 4 5 1 3.01522 | -3.34969 | 2.1863366 | 3.34969 | 2.186337 | 0.394929 | 11
CoPlot 4 1 3 2.886024 | -3.478886 | 2.0571414 | 3.478886 | 2.057141 | 0.371592 13
BMDP 2 1 0 0.950622 | -5.414288 | 0.121739 | 5.414288 | 0.121739 | 0.02199 16
Data Plot 6 4 1 3.494412 | -2.870498 | 2.6655293 | 2.870498 | 2.665529 | 0.481488 9
E View 5 7 0 3437271 | -2.927639 | 2.6083879 | 2.927639 | 2.608388 | 0.471166 | 10
Gauss 4 1 0 1.665529 | -4.699381 | 0.8366463 | 4.699381 | 0.836646 | 0.151128 | 15
JMP 5 8 4 5.300312 | -1.064598 | 4.4714293 | 1.064598 | 4.471429 | 0.807696 5
Mapple 6 11 4 6.36491 0 5.5360269 0 5.536027 1 1
Minitab 4 8 2 4129195 | -2.235715 | 3.3003123 | 2.235715 | 3.300312 | 0.596152 7
SAS 4 4 4 -2.36491 | 3.171117 | 2.36491 | 3.171117 | 0.572815 8
STATA 3 6 1 2.893481 | -3.471429 | 2.0645976 | 3.471429 | 2.064598 | 0.372939 | 12
Statgraphics Centurion 7 5 5 5.714907 | -0.650003 | 4.8860243 | 0.650003 | 4.886024 | 0.882587 3
STATISTICA 7 6 5 5.950622 | -0.414288 | 5.121739 | 0.414288 | 5.121739 | 0.925165 2
SYSTAT 1 6 0 1.771742 | -4.593168 | 0.9428586 | 4.593168 | 0.942859 | 0.170313 | 14
UNISTAT 5 5 3 4.186337 | -2.178573 | 3.3574537 | 2.178573 | 3.357454 | 0.606474 6
Winks 1 2 0 0.828883 | -5.536027 0 5.536027 0 0 17
SPSS 9 12 3 7.266154 | 0.901244 | 6.4372709 | 0.901244 | 6.437271 | 0.87719 4
SD 2.124783726 | 3.222165877 | 1.866894244
1/SD 0.470636135 | 0.310350254 | 0.535648981
K 0.759511724
Weight 0.357453662 | 0.235714657 | 0.406831681
max (Sij) 6.364909921
min (Sij) 0.828882976
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Financial literacy is the mix of one's knowledge, skill and
attitude towards financial matters. It helps to make informed
decisions and contributes to the well being of an individual.
Research has been conducted globally for measuring the level
of financial literacy. And also financial literacy survey has
been conducted at country level by the governments. Most of
the surveys have thrown light on their poor level of financial
literacy. This study focuses on financial literacy among
Generation Y employees and to examine how well-equipped
they are to make financial decisions. An attempt has been
made through this study to measure the level of financial
literacy of Gen Y employees. Findings of the study depict that
gender, education, income and age impacts the level of
financial literacy. This study would help in adopting
appropriate strategies to improve the level of financial
literacy amongst the Gen Y employees.

Keywords: Financial Literacy, Financial decisions, Gen Y.
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INTRODUCTION

Financial literacy is the major challenge faced by all
countries globally. Financial literacy is the mix of
one's acquaintance, skill and attitude towards
financial matters. It helps to make informed
decisions and contributes to the well being of an
individual.In today's world which hasamarket with
complicated products, the need for financial literacy
becomes predictable. Country like India which has
high young population, the government is in a
position to increase the level of financial literacy. The
government and other private institutions have
taken ladder through financial education programs.

Financial literacy goes beyond the provision of
financial information and advice. It is the ability to
know, monitor, and efficiently use financial sources
to enhance the welfare and economic refuge of an
individual, his family, and his business. The OECD
defines financial literacy as “A combination of
awareness, acquaintance, skill, attitude and
behaviour necessary to make sound financial
decisions and ultimately achieve individual
financial well being.”

Financial literacy is mainly concerned with better
planning of retirement life, gradual wealth
accumulation and better financial decision making.
So to be financially literate becomes important from
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the initial stages of one's career. But due to some
personal or professional hindrances they become
financially illiterate. This leaves them with
incompetent knowledge about financial dealings,
unacceptable decisions etc., So, they have to be
enhanced with financial knowledge and tools which
are needed to make informed decisions. Financial
literacy impacts the promotion of financial inclusion
which ultimately results in financial stability of any
economy. The need for financial literacy in India has
benefited importance because oflow level of literacy
and large section of population which is financially
excluded from the formal financial setup.

Research has been conducted worldwide for
measuring the level of financial literacy. And also
financial literacy survey has been conducted at
country level by the governments. Most of the
surveys have thrown light on their poor level of
financial literacy. This study focuses on financial
literacy among Generation Y employees and to
examine how well-equipped they are to make
financial decisions. The research also concentrates
on their sources, their knowledge and the challenges
faced by them in financial matters.

NEED FOR THESTUDY

Complicated financial products, low level of
awareness and lack of knowledge about financial
matters makes the want of financial literacy
noteworthy. The level of financial literacy differs
from individualto individual. Gender gap also plays
an important role is deciding the level of financial
literacy. A woman's decision or relationship with
money is often determined by her personal life
experience. Emotion, money and family are
interlinked in the life of a woman. Lack of equipped
access to consistent information to make informed
decision leads to low level of confidence and
knowledge about financial issues. Life changes like,
new employment, divorce or separation, demise of
the partner, are some of the stressful stimulators in
an individual's life.
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The reforms introduced in financial markets have
reduced the scope of governments and employers in
supporting the employees to plan their future
financial needs. So, the responsibility of managing
and deciding their future financial needs has
increased among the young employees. High job
insecurity, uncertain income and easy access to
consumption credit have a great influence on their
financial behaviour. Very less research has been
done on financial literacy. A country like India with
high young demographic dividend and socio-
economic diversities should undergo researches in
this topic. With 65 percent of its population under
the age of 35, India today asserts one of the largest
available workforces in the world. A large segment
ofthis demographic belongs to the Gen Y group. So,
measuring financial literacy among the people
under the age of 35 becomes important. This
research focuses on measuring the financial literacy
among Generation Yemployeesin Coimbatore city.

OBJECTIVES

The objectives ofthe study includes

1. Todeterminethelevel of financial knowledge of
theyoungemployees

2. To understand the challenges and goals youth
havewith the financial matters

3. To measure the level of financial literacy of
youngemployees

4. To find out the relationship between financial
literacy and various demographic and socio-
economic factors.

REVIEW OF LITERATURE

Increased variety of financial products and the
instability of the global economy in twenty first
century caused increasing complexity of financial
decisions and also caused consumers to face the
challenges in economic and financial activities. For
this reason, in the last decade, the significance of
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financial management skills in personal and work
life hasincreased and researches in thisarea has been
done. Financial Development is widely recognized
as an important determinant of economic growth,
with a large literature examining the determinants of
the supply of banking and financial intermediation
services (Levine (2005).Yet, the determinants of the
demand for financial services are much less well
understood, particularly in emerging market
countries.

Some of'the reviews ofthe existing studies are listed
below.

Studies by Marcolin and Abraham (2006);
Schuchardtetal., (2008); Remund (2010) and Huston
(2010) found that “ Despite the rapid growth of
interest in and funding for financial literacy and
financial education programs, it remains the case
that the field of financial literacy has a major obstacle
to overcome: the lack of a widely disseminated
measure of financial literacy, developed through
rigorous psychometricanalyses”.

Michael (2009) argues that “a lack of financial
literacy can hamper the ability of individuals to
make well-informed financial decisions. For people
who exhibit problems with financial decision
making, financial advice has the potential to serve as
asubstitute for financialknowledge and capability”.

Agarwalla Sobhesh Kumar, Barua Samir, Jacob
Joshy, Jayanth R. Varma (2012) conducted a study
among 3000 individuals, and found that “ Financial
knowledge among Indians is very low than the
International standards. But the financial behaviour
and attitude ofthe employees who are retired seems
to be positive. The financial knowledge among the
women are marginally higher than the men. Greater
access to consumption credits has influenced the
financial behaviour ofthe young employees”.

Financial literacy was examined among wavell
individuals which showed that the financial literacy
is low and lesser than what one third of the young
adult possess in terms of the basic knowledge of
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interest rates, inflation and risk diversification.
Financial literacy was strongly related to socio
demographic characteristics and family financial
sophistication. Specifically, a college educated male
whose parents had stocks and retirement savings
was about 45 percentage points more likely to know
about risk diversification than a female with less
than ahigh schooleducation whose parents were not
wealthy (Lusardi, Mitchelland Curto 2006).

Sages and Grable, (2009) in their study found that
“theindividuals who hasthelowestlevel of financial
risk tolerance is the least competent in terms of
financial matters, have the lowest subjective
evaluation of net worth and are less satisfied with
their financial management skills. The level of
financial risk tolerance ofthe individuals determines
the financial behaviour”.

Ansong and Gyensare (2012) conducted a study
among 250 UG and PG University students of Cape

13

Coast which reveals that “ the age and work
experience are positively related to Financial
literacy. Also, mother's education is positively
correlated with respondents' financial literacy. But,
level of study, work location, father's education,
access to media and the source of education on

money hasno influence on financial literacy”.

Responsibility of money management lies with
parents. Parents are the source of financial
information. They are confident about their financial
future. Their parents are successful in money
management and they take them to be their role
modelsin deciding upon financial matters, as per the
Canadian Institute of Chartered Accountants CICA
Youth Financial Literacy Study 2011.

Thelevel offinancial literacy required dependsupon
the financial needs and behaviour of an individual.
From the above studies, it is inferred that financial
literacy is highly influenced by age, region or
country in which the individualresides, the financial
environment which he experiences, the level of
income, socio demographic factors like his family,
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number of dependents, mother's education,
financial advice etc. And most of the studies have
focused either on college students or adults as a
whole. The need to know the level of financial
literacy of various groups and especially Gen Y
employees becomesinevitable.

METHODOLOGY

For the purpose of the study, a survey was
conducted amongst Generation Y employees of
Coimbatore City. Respondents were selected
conveniently. Primary data from the respondents
was collected by using a structured questionnaire. A
total of 200 respondents constituted a sample for this
study. Out of the 200 questionnaires only 189 were
duly filed and wereused for the study.

To measure the financial literacy level, questions
about personal finance were asked from the
respondents. The questions were asked in order to
measure the respondent's knowledge in the areas of
financial numeracy, savings and investments,
borrowings, insurance,risk and return.

Along with which questions related to financial
attitude and behaviour were also asked.

Total score for each respondent is calculated. The
total for each respondent was further converted into
their percentage score and financial literacy index is
developed. The following hypotheses are
developed.

Hypothesis 1:

HO: There is no association between gender and
financial literacy level of Gen Yemployees.

H1: There is an association between gender and
financial literacy level of Gen Yemployees.
Hypothesis 2:

HO: There is no association between age and
financial literacy level of Gen Yemployees.

H1: There is an association between age and
financial literacy level of Gen Yemployees.
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Hypothesis 3:

HO: There is no association between education and
financial literacy level of Gen Y employees. H1:
There is an association between education and
financial literacy level of Gen Yemployees.

Hypothesis 4:

HO: There is no association between income and
financial literacy level of Gen Yemployees.

H1: There is an association between income and
financial literacy level of Gen Yemployees.

Hypothesis 5:

HO: There is no association between marital status
and financial literacy level of Gen Yemployees.

H1: There is an association between marital status
and financial literacy level of Gen Yemployees.

The hypothesis of this study has been tested with the
help of ANOVA. The hypothesis has been tested at
5% significance level.

RESULTS AND DISCUSSIONS

The above table depicts the demographic profile of
the respondents. Nearly 60% ofthe respondents are
male. Majority if the respondents fall under the age
group of 31-35 yrs. 41% of the respondents have
completed their post graduation. Majority of them
are married. Most of the respondents have 1
dependent and the respondents who earn Rs.10001
to Rs.20000 is relatively low when compared to other
categories. The above profile shows that majority
has completed at least their under-graduation and
aremarried.

Association between Gender and financial literacy
level

Based on gender, the results it is clear that male
employees working are more financial literate as
compared to female employees .The mean score of
male employees working is 69.80% as compared to
mean score of female employees working (41.2%).
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Table 1. Demographic and
Socioeconomic Details of the Respondent
S.No | Demographic factors No. of Percentage
respondents
(Frequency)
1 GENDER
a) Male 113 59.8
b) Female 76 40.2
2 AGE
a) 20-25 yrs 47 24.9
b) 26-30 yrs 56 29.6
b) 31-35 yrs 86 455
3 EDUCATIONAL
QUALIFICATION
a) Schooling 21 11.1
b) Diploma / ITI 27 14.3
c) Undergraduate 63 33.3
d) Post graduate 78 413
5 MARITAL STATUS
a) Married 122 64.5
b) Unmarried 67 35.5
6 NO. OF DEPENDENTS
a) 1 76 40.2
b) 2 64 33.9
c)3 32 16.9
d) Above 3 17 9.0
7 MONTHLY INCOME
a) Rs.10000 52 275
b) Rs.10001-20000 34 17.9
c) Rs. 20000-30000 49 25.9
d) > Rs. 30000 54 28.7

Source: Primary data

From the table it can be seen that F value is
significant- at 5% significance level, hence HO of
hypothesis 1-There is no association between
Gender and financial literacy level is rejected. Thus it
can be concluded that the level of financial literacy
differs between male and femalerespondents.
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Association between age and financial literacy
level

Table 2 shows the mean score of financial literacy
level for different age groups. There is no great
difference in the level of financial literacy among the
different age groups. From the table, it can be seen
that Fvalueis notsignificant at 5% significance level,
hence H1 of hypothesis 2-There is an association
between age and financial literacy level is rejected.
Thus it can be concluded that financial literacy level
doesnotdepend on age.

Association between education and financial
literacy level

Table 2 shows that financial literacy level is
correlated with the level of education. More the
education level more is the level of financial literacy.
Table 2 shows that financial literacy level is highest
for respondents who have PG degree (61.4%)
followed by those respondents who have under
graduate degree (48.3%). From the table it can be
seen that F value is significant- at 5% significance
level. Hence HO of hypothesis 3-There is no
association between education level and financial
literacy level is rejected. Thus it can be concluded
that financial literacy level depends on the education

level.

Association between Income and financial literacy
level

The results of the Table 2 indicates that more
the income, more will the level of financial
literacy. Table 2 shows that financial literacy level is
highest for respondents having income level above
30,000 (63.7%) per month followed by those who
earn between Rs. 20-30 thousand (52.9.06%) per
month. From the table it can be seen that F value is
significant- at 5% significance level. Hence HO of
hypothesis 4 - There is no association between
income and financial literacy level is rejected.
Thus it can be concluded that financial literacy
leveldependsontheincomeofaperson.
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TABLE: 2 MEAN & F VALUES OF FINANCIAL LITERACY LEVEL
S.No Demographic factors Mean F Value Significance
1 GENDER a) Male 69.8 55.07 0.000
b) Female 412
2 AGE a) 20-25 yrs 48.9 1.354 0.241
b) 26-30 yrs 49.6
b) 31-35 yrs 455
3 EDUCATIONAL QUALIFICATION a) Schooling 31.1 12.87 0.002
b) Diploma / ITI 423
¢) Undergraduate 48.3
d) Post graduate 61.3
5 MARITAL STATUS a) Married 64.5 30.94 0.000
b) Unmarried 452
6 NO. OF DEPENDENTS a) 1 40.2 79 0.002
b) 2 53.9
c)3 61.9
d) Above 3 49.6
7 MONTHLY INCOME a) Rs.10000 57.5 30.51 0.000
b) Rs.10001-20000 47.9
c) Rs. 20000-30000 52.9
d) > Rs. 30000 63.7

Source: Primary data

Association between marital status and financial
literacy level

On the basis of marital status we have divided the
respondents into four categories i.e. married,
unmarried, separated and widow. But we have
respondent from married and unmarried category.
Table 2 shows that married employees have higher
financial literacy level as compared to unmarried
employees. From the table it can be seen that F value
is significant- at 5% significance level. Hence HO of
hypothesis 5-There isno association between marital
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status and financial literacy level is rejected. Thus it
can be said that nature of marital status influences
financial literacy level ofthe respondents.

Association between number of dependents and
financial literacy level

When we look the level of financial literacy with
respect to number of dependents, it can be observed
that financial literacy is high with the respondents
whohave3dependentOverall financial literacy level
0f 50.9% among generation Y employees is not very
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encouraging. Financial literacy level of males is
higher than that of females. Financial literacy does
not depend on age. From the study we can say that
the respondents whose age is less than 30 has high
financial literacy than those who fall under the age
group of 31-35 yrs. Level of financial literacy is
positively related to education and income level i.e.
our results indicate that financial literacy level
increases with increase in education and income
level. The results are statistically significant. The
employees who got married are more financially
literate as compared to those in unmarried
employees and the difference is statistically
significant.

CONCLUSION

From the above analysis it can be concluded that
overall financial literacy level of 50.90% among all
respondents is not encouraging. This shows that in
our city people are still not much aware about their
finance related issues. Earlier studies have shown
that the savings habit among young people is not so
high. Likewise the whole burden of planning their
future in terms of finance is on the young
individuals, as employee benefits are reduced. Early
purchased through credit cards have changed the
financial behaviour of the current generation
employees. All this has an impact on their financial
position. Need for proper financial literacy and
information related to financial matters becomes
inevitable.

Theresults ofthe study suggestthatlevel of financial
literacy varies significantly among respondents
based on various demographic and socio-economic
factors. It can be concluded that financial literacy
level gets affected by gender, education, income,
marital status and number of dependent whereas it
does not get affected by age. Overall it can be
concluded that financial literacy level is low among
Gen Y employees in our Coimbatore city and
necessary measures should be taken by government
to increase awareness about financial related
matters.
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This study seeks to examine the market-timing performance
of theselected open-ended mutual fund schemes of Unit Trust
of India (UTI) based on traditional as well as conditional
measures. It is assumed that use of predetermined public
information variables and capture of time variation in
Treynor & Mazuy (1966) measure produces better market-
timing performance than the traditional measures. Here, the
expectation of market-timing performance is conditioned on
public information variables. In conditional model, beta is a
function of a set of predetermined public information.
Similarly, the term gamma in Treynor & Mazuy (1966)
model is also a function of the vector of public information
variables, which is discussed and finally, modified the
conditional model. The study reports that after conditioning
public information variables in Treynor & Mazuy (1966)
measurethe market-timing performance looks better than the
traditional model.

Key Words: Mutual Fund, Treynor& Mazuy, Ferson &
Schadt, M arket-Timing
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INTRODUCTION

The analysis of investment performance has been a
source of academic interest for many years.
Generally, the investment performance concerns
with three dimensions namely 1. Successful
prediction of security prices, 2. Efficient estimation
of market movement and 3. the ability of the
portfolio manager to minimise the degree of
diversifiable risk through the activities of portfolio
diversification (see. Jensen 1968). The present study
confines into the second issue. A considerable study
is dealt with the problem of market-timing
performance by employing the well known
measures of Treynor & Mazuy (1966) and Henrikson
& Merton (1981). However, the traditional measures
suffer from a number of problems in practice when
stock selection or market timing ability is measured.
In particular, the traditional measures implicitly
assume that risk and expected returns are constant
overtime through the evaluation period and hence,
the problem of unconditional measures do not take
into consideration the fact that risk and expected
returns vary with the change of time and therefore,
such an unconditional approach is likely to be
untrustworthy. Most of the past performance
studies have encountered with many problems that
ultimately disclosed inability to capture the dynamic
behaviour of market returns. As a consequence,
Ferson & Schadt (1996) developed an approach to
address this problem. They believed that conditional
approach is especially popular in investment
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performance for two reasons. One is discussed
above and the other is trading behaviour of the
managers that results in more complex and
interesting dynamics than even those of the
underlying assets they trade.

In conditional approach, a mechanical market
timing rule using such as lagged interest rate data
does not add value. Only managers who efficiently
use more information than is generally publicly
available are considered to have potentially superior
investment ability. Some recent studies have
documented that the returns and risk of stocks and
bonds can be predicted with the change of time,
using the relevant information variables like
dividend yields, interest rates and many others. If
this estimation reflects changing the required
returns in equilibrium, then measures of investment
performance should capturethe time variation.

The present study examines the market-timing
performance of the selected mutual fund managers
based on traditional measure of Treynor & Mazuy
(1966) and the same is examined by conditioning
relevant public information variables by applying
conditional approach, which is developed by Ferson
& Schadt (1996) and finally disclosed the possible
explanations for the difference in outcomes, which
are derived from the traditional as well as
conditional approaches.

Theremaining study is organised as follows: section
IIreviews the existing literature. Section Il describes
the objectives of the study. Section IV deals with the
data and study period. Section V explains about the
methodology and hypothesis formulation. Section
VIpresents the empirical results and analysis. At the
end section VIIrecommends concluding remarks.

LITERATURE REVIEW

The investors have always been willing to invest in
mutual funds with the expectation of earning
satisfactory return with a minimum degree of
expected risk. The performance of the managers

Amity Business Review
Vol 15 No. 1, January - June, 2014

must be examined in the light of the results.
However, this seemingly straightforward
endeavour is deceptively difficult owing to two
foremost issues 1. the choice of benchmark, and 2.
the choice of appropriate model. Regarding these
two issues no strong consensus has been reached.
Although, the issue related to performance
evaluation of investment has received serious
attention after the establishment of portfolio
selection model developed by Markowitz (1952). His
contribution has completely revolutionized the way
ofthinking on that particular issue. Other prominent
contributors include Sharpe (1964 &1966), Linter
(1965), Treynor (1965), Jensen (1968), Fama (1972)
and Modigiliani & Modigiliani (1997) etc whose
contributions in investment performance have still
been considered as path breaking. With regard to
mutual fund performance whose contribution
comes first is J. Close (1952). He analyses the
differences between the closed-ended and open-
ended mutual funds. Hereportsthatthe open-ended
portion of the industry passes closed-ended funds
by the end of 1943. He argues that the growth of
open-ended fund is primarily related to the
continuous, and well-compensated, sales effort via
loads that is undertaken by these funds. After
Markowitz, some economists develop normative
models dealing with asset choice under condition of
risk. In 1958 James Tobin shows that under certain
conditions Markowits's model implies that the
process of investment of choice can be attributed to
two phases: one is the choice of a unique optimum
combination of risky assets and the other is a
separate choice concerning with the allocation of
funds between such a combination of assets and
single risk less asset. After a few years, Hicks (1962)
develops a model, which is similar to Tobin's
measure, which is able to derive corresponding
conclusions about the individual investor
behaviour, dealing somewhat more openly with the
nature of the conditions under which the process of
investment choice can be dichotomized. In line with
this, Gordon & Gangolli (1962) have elaborately
discussed the Hick's process including a rigorous
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proof in the context of a choice among lotteries.
However, the above discussion is related to
behavioural finance (see. Grossman 1976,
Kahneman & Tversky 1979 and Kahneman &
Tversky 1979 etc). But, it is true that Markowitz has
shown the way of thinking on the issue relating to
portfolio selection on which the CAPM is based. The
subsequent studies have crystallized discussion on
the subject with added refinement, up-gradation
and extension of the dimension of the earlier
contributions. Since then, various improvements
and innovations have been taking place.

The performance evaluation of investment fund has
got considerable momentum after the development
of CAPM independently by Sharpe (1964), Linter
(1965) and Mossin (1966), which is a set of predictors
concerning equilibrium expected return on risky
assets. This gives birth to security market line (SML).
The central difference between the CML and SML is
the measure of risk. It is observed from the CAPM
that the expected return on a risky asset should be
proportional to its sensitivity to the market. This
implication is made among others by the
assumption that asset prices fully reflect available
public information, which is commonly known as
efficient market hypothesis (EMH).

In the area of mutual fund performance J.L. Treynor
(1965) develops a risk-adjusted performance
measure that shows firstly the direction of future
researches of mutual fund performance. Sharpe's
(1966) article is among the earliest research to
evaluate the performance of mutual funds using
some of the concepts from modern portfolio theory.
He posits that if sound mutual fund management
requires the selection ofincorrectly priced securities,
effective diversification and selection of a portfolio
in a given risk class, then there is ample room for
major and persistent difference in fund returns.
Large number of studies have evaluated portfolio
performance by taking into consideration the
relative measures of performance and mainly
confined into ranking of portfolios. In this very
situation Jensen (1968) proposes an absolute
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measure of portfolio performance that is able to
examine the efficiency of the portfolio managers and
provides adequate control over the risk component.
His modelis a practical application of the theoretical
results of the CAPM which is independently
developed by Sharpe (1964), Linter (1965) and
Mossin (1966). After the establishment of Jensen
measure in the perspective of stock selection and
market timing, a large number of researchers have
empirically examined the above issues. The
evidences of those studies in some cases are
consistent with the result of Jensen and many of
them are contradictory with the Jensen's evidence
(see Kon & Jen 1978, Chang & Lewellen 1984, Lee &
Rahman 1990, Coggin et al 1993, Moreno et al 2003,
Kader & Kuang 2007, Koulis 2011 and Roy & Ghosh
2013 etc).

A large number of studies have focused on the
problem of market-timing performance of the
mutual fund managers, which is a long standing
issue. There are some studies in the past that have
attempted to identify the market timing and stock-
selection skills ofthe mutual fund managers. Most of
the recent empirical studies of investment
performance have focused on selectivity which is
based on a mean-variance CAPM framework.
Treynor & Mazuy (1966) discuss the fund manager-
investor relationship wherein the investors
frequently expect that the managers are able to
predict the market volatility, and the dilemma of
whether or not the managers should attempt to
market time. To address theissue, the authors devise
a test of mutual fund historical success in predicting
major moves in the market by adding a quadratic
term in the CAPM. They explain the way that a fund
can translate ability to outguess the market into
higher return which results in an upwardly concave
characteristic line and they report that there is no
curvature in characteristic lines for any ofthe mutual
funds and conclude that none of the managers have
outguessed the market and the managers should not
be held responsible for failing to foresee changes in
market direction. Jensen in 1972 reformulates the
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model (Jensen 1968) and corrects the results in
Jensen (1968) for a portfolio manager's performance
when he engages in forecasting the prices of
individual securities (stock selection) and for
forecasting the general behaviour of the security
prices (timing). The analysis indicates that managers
who successfully engage in timing activities are
penalized by downward biased estimates of
performance when using OLS regression. In 1978,
Kon & Jen evaluate mutual fund performance by
taking into consideration four issues. One of them is
the formulation ofan econometric model to evaluate
an investment manager when he explicitly engages
in forecasting the prices of individual securities and
in forecasting the future realizations of market
factors. They design their performance model in the
context of the SLM, Black (1972) and Jensen (1972)
models. Although, they develop estimation
procedure with the help of switching regression
model, which is proposed by Quandt (1972) by
including a new identifiably condition. Their
empirical evidence regarding their sample mutual
funds indicate that a large number of funds have
significantly changed their risks pattern during the
measurement intervals and the behaviour regarding
change in risk level reveals significantly different
selectivity, market-timing and diversification
performances. To test the market-timing
performance of the managers, Merton (1981)
develops an equilibrium theory where the predictor
guesses the market movement when stocks will
outperform the bonds and consequently, bonds will
outperform the stocks. But, the model does not
predictthe magnitude ofthe superior market-timing
performance. Therefore, Henrikson & Merton (1981)
extend the work of Merton (1981) to solve the above
problem that is highlighted in the Merton's model.
They exhibit that the pattern of returns from
successful market timing has an isomorphic
correspondence to the pattern of returns from
certain option investment strategies where the
implicit prices paid for the options are less than their
fair or market values. They derive an equilibrium
theory of value for market skills by using this
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isomorphic correspondence. They opine that
investment managers can effectively break up
events related to security analysis from those related
to market timing. They also depict that the market
timing performance of the portfolio managers
depends on the asset allocation policy regarding
investment in the market portfolio of equities and
risk less bonds. Similarly, Henrikson (1984) also
analyzes the market timing performance of the
mutual fund managers based on CAPM. The study
reports absence of market-timing performance. He
argues that the managers have no valuable
information by which they can generate higher
returns because the market is informationally
efficient, which supports EMH. Jagannathan &
Korajczyk (1986) examine the market timing
performance of the mutual funds based on
parametric test that is proposed by Henrikson &
Merton (1981). Similarly, Chang & Lewellen (1984)
also examine the market timing performance of the
investment managers by using parametric statistical
procedure that is proposed by Henrikson & Merton
(1984). They report that the managers are inefficient
to time the market. Most of the earlier studies use
traditional measures of market-timing
performances and reports inefficient market-timing
activities, which is consistent with the assumptions
of EMH (see, Lee & Rahman 1990, Filippas & Psoma
2001, Athanassakas et al 2002, Ibrahim, M.M., 2004,
Artikis, G., 2004, Drew, Veeraghvan & Wilson 2005,
Santos, Costa et al 2005, Kader & Kuang 2007,
Thanou 2008, Koulis et al 2011, M. Joydev 1996, Rao
& Venkateswarlu 2000, Amitava Gupta 2002,
Irissappane et al 2003, etc). However, some of the
earlier studies, which are conducted by using the
unconditional measures, have shown positive and
sometimes significant market-timing performances
(see, Bollen et al 2001, Comer 2006, Jiang et al 2007,
Mansoretal 2011, Dhar 2005 etc).

The efficiency of traditional mutual fund
performance measures (Treynor 1965, Sharpe 1966,
Jensen 1968) does not provide satisfactory results
because criticisms are pointed out both at conceptual

a AMITY

BUSINESS SCHOOL



The Conditional Performance of

Indian Mutual Fund Managers: A New look

and econometric level. The main drawback of those
measures is that the assumption of risk and return
are constant overtime. But practically it is not
applicable. In fact, these measures represent an
unconditional approach to performance evaluation
in the sense that they do not consider publicly
available information about the state of the economy
in the estimation of expected returns and risk,
assuming that these are constant over time (Leite &
Cortez 2005). Practically, both expected return and
risk are changed with the change of time. Under
these state of affairs, traditional measures
(Unconditional) cannot produce the correct
performance estimates, since the earlier studies are
run off speechless in the normal variation in risk and
risk premiums with manager's performance. In
piece of evidence, it is well known that the
traditional measures are unbiased when portfolio
managers exhibit macro-forecasting (market-
timing) skills or pursue some vibrant investment
strategies resulting in time-varying risk (see Jensen
1972, Grant 1977, Dybvig & Ross 1985, Grinblatt &
Titman 1989 etc.).

Studies (see Fama & French 1989, Ilmanen 1995,
Pesaran & Timmermann 1995, Silva., Cortez &
Armada 2003 etc) have shown that some important
public information like dividend yields of index or
exchange rates or interest rates if included in the
CAPM based performance evaluation model, then
stock and bond returns are improved. The findings
ofthose studies have led to significant improvement
in the asset-pricing model as well as performance
appraisal measures. As, these types of information
are publicly available and allow for an assessment of
the state ofthe economy, the investors can frequently
use them and keep updating about the expected
returns. The conditional measures evaluates the
managers' performance after consideration of
publicly available information at the time of return
creation process (Farnsworth 1997). It is observed
from the empirical analysis (see Ferson & Schadt
1996, Ferson & Warther 1996, Chen & Knez 1996,
Christopherson, Ferson & Glassman 1998,
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Christopherson, Ferson & Turner 1999, Ferson &
Qian 2004 etc) that the conditional measure appear
to provide better estimates as compared to the
traditional measures. According to the arguments of
some studies, it is said that conditional model may
produce better performance estimates and the
model is relevant from an economic point of view
because of its ability to detect blueprints in fund
betas and sometime allow the investors to scrutinize
thedynamicbehaviour ofthe mutual fund managers
(Otten & Bams 2004).

USA has widely studied the fund managers
performances based on conditional measures. The
performance evaluation ofthe investment managers
by using conditional model in the Asian markets
particularly in India remains unexplored. A limited
numbers of studies have examined mutual fund
performances based on conditional model (see Roy
& Sovan 2000, and Shanmugham & Zabiulla 2011
etc). The findings of those studies in relation to the
majority of other empirical studies are in fact that
conditional performance measures look better than
those oftheunconditional measures.

OBJECTIVES OF THE STUDY

The performance evaluation of mutual fund by
using traditional measures has been widely
questioned in the literature, as criticism, both at the
conceptual and econometric level prevails. One of
the most important limitations of these measures is
the assumption of existence of a constant risk
measure over the evaluation period and the
traditional measures do not also consider the
publicly available information about the state of the
economy changing overtime. But in reality, both
expected returns and risk are changed with the state
of the economy. Therefore, the unconditional
measures tend to produce incorrect performance
estimates. In fact, it is well recognised that these
measures are biased when portfolio managers
exhibit market- timing skills or follow some vibrant
investment strategies resulting in time varying risk.
Conditional measures evaluate portfolio managers'
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performance by taking into consideration the
relevant available public information variables,
which are available to the investors at the time of
generating returns. It is assumed that risk and
returns are changed in conditional framework as
public information changes with the state of the
economy that allows for better estimation of
performance coefficients. Practically, it is
empirically examined that conditional model
provides more reliable estimates in terms of
statistical significance. In particular, the objectives of
the study are given below:

1. To examine the market timing performance of
the open-ended mutual fund schemes based on
traditional measure.

2. To analyse the same performance of the open-
ended mutual fund scheme based on
conditionalmeasure.

3. Tomakeacomparison amongsuch performance
based on two measures.

DATA & STUDY PERIOD

Different types ofdata & theirsources:

The objective of the study is to examine the mutual
fund performance in relation to end result variables
in the form of ex-post returns. Therefore, it is
necessary to evaluate mutual fund performance
with regard to their adequacy and effectiveness in
terms of ex-post returns. The study intends to
accumulate required familiarity to make new
insights into mutual fund performance based on
conditional framework. Accordingly, an attempt is
made to analyse managers' performances of
sampled open-ended mutual fund schemes and
commented on theadequacy ofthis performances by
attributing it to the market timing activities of the
managers. Hence, the market timing activities of the
mutual fund managers are examined, based on the
results of a sample of open-ended mutual fund
schemes of Unit Trust of India (UTI). The secondary
data is used to examine and evaluate the market
timing performance of the open-ended mutual fund

Amity Business Review
Vol 15 No. 1, January - June, 2014

schemes. For the empirical examination of market
outguessing, the study primarily considers all the
open-ended equity mutual fund schemes, which are
solely provided by UTIL Although, the study
considers those schemes, which are having at least
three years existence in the mutual fund market. It is
highlighted that some of the schemes that had
stopped their operation during the study period,
were also taken into consideration. Hence, the study
isnot free from survivorship bias. However, some of
the authors have addressed this issue that there isno
consensus as to the magnitude and significance of
this bias and also suggested that its impact is very
negligible and / or not statistically significant (see
Grinblatt & Titman 1989a, Brown et al 1992, Brown &
Goetzmann 1995 and Romacho & Cortez 2006 etc).
The study considers the monthly closing net asset
values (NAVs) ofthe individual equity mutual fund
schemes. The preference for using such data over
price data is guided by the consideration that these
are not affected by the double incidence of market
volatilities. The information of NAV obtains from
the secondary sources like the website of AMFI
(www.amfiindia.com) and other sources which
provide mutual fund data. The respective sources
are crossed checked with other sourcesthattoensure
validity ofthe data and observed no differences.

Selection of Benchmark Index:

In order to evaluate the investment performance of
sample mutual fund schemes it must be compared
with the selected benchmark portfolio. As, the
sample schemes are having greater equity exposure
hence, the study uses BSE sensex as a benchmark
portfolio, which is considered an appropriate
measure of market proxy for the comparison of
investment performance. The choice in favour of
BSE sensex over other sensexes existence in India is
primarily on account its superiority for a larger
standing points apart from the following other
considerations favouring its choice:

» As,thelargesection of mutual fund investors are
small and their minds psychologically favour to
BSE sensex.
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+ BSEsensex is the most preferred indicator in the
securities market and regarded as the sensitivity
ofthe capital market barometer.

e About 60% of market capitalisation is accounted
for by the BSE sensex and hence, it gets greater
weightage.

* A majority of mutual fund resources are
invested in equities and the growth funds are
however, excessively invested therein.

* BSE sensex being an all equity benchmark is
based on blue chip equities of high profile
companies, which yields regular return in the
form ofdividend and also has good potential for
capitalappreciation.

» It is registered as the pulse of domestic stock
marketin India.

* Foreign investors heavily rely on BSE sensex.

The monthly information with regard to monthly
closing index value is obtained from the website of
Bombay Stock Exchange (www .bseindia.org).

Thepredetermined Information Variables:

The study uses a set of public information variables,
which are used by the previous studies for
predicting security returns and risk with the change
of time with more accuracy. This study uses a set of
information variables with the assumption that
these information vectors will produce better
performance estimates with the change ofthe state of
the Indian economy. The performance evaluation of
mutual fund by using conditional measures is scanty
in Indian context and the studies have used a very
limited number of information variables for the
estimation of performance coefficients under the
assumption that risk and expected returns are time
variant with the state of the economy. This study
uses a set of relevant publicly available information
which is expected to produce the estimated
coefficients with more accuracy under the
assumption that risk and expected returns are time
variant with the change of the economy. The one
month lagged information variables are 1. Monthly
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91-day Treasury bill yield of Govt. of India obtained
from the website of RBI that carries a fixed rate of
return and enjoys a high rate of liquidity and safety
since they are backed by the Govt.2. Monthly Rupee-
dollar exchangerates that obtained from the website,
www.xrates.com, 3. Monthly Inflation rate that is
obtained from the Centre of Statistical Organisation,
4. Monthly Dividend yield of the BSE sensex
obtained from the website of Bombay Stock
Exchange, 5. Monthly Sales volume of mutual fund
schemes obtained from the Association of Mutual
Funds of India (AMFI), 6. Monthly Repurchase /
Redemptions of mutual fund schemes also obtained
from the Association of Mutual Funds in India
(AMFI) and 7. Monthly total assets under
management of the mutual fund companies that is
also obtained from the Association of Mutual Funds
of India (AMFI). As Ferson & Schadt (1996), these
information variables are demeaned in the
conditional test in order to avoid biases in the
regression and to allow an easier interpretation of
the estimated coefficients.

Study Period:

With a view to examine the conditional performance
ofthe open-ended mutual fund schemes, a period of
twelve calendar years (I1st January 2001 December
2012) is taken into consideration, which is long
enough to have seen a variety of ups and downs in
the stock market and recent enough to reflect the
complete picture about mutual fund performance.
This is because the mutual fund industry in India is
newly developed.

RESEARCH METHODOLOGY

The methodology is the tool which is used to attend
the purpose of an investigation, a way of solving
problems and creating knowledge. It is usually
divided into two forms namely qualitative and
quantitative methods, which are distinguished in
the way the researchers analyse and treat
information (Holme & Solvang 1997). Quantitative
research is used to describe, explain and aim to
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generate validity. Likewise, qualitative research is
characterised by the investigators who trying to
understand how people experience themselves,
their existence and environment (Lundahl &
Skarvard 1999).

This study deals with quantitative in nature. A huge
number of data is obtained and processed for the
estimation of required coefficients. In a quantitative
method information is converted into figures and
quantities from which statistical inference is drawn.
The advantage of quantitative method is its
efficiency and it is easier to process a large quantity
offigures (Holme & Solvang 1997).

Several research techniques can be adopted when
mutual fund performance is evaluated. An
explorative study can be used when the area of
interestisnotyet fully covered. Ifthere already exists
a considerable research within the area of interest
and the purpose ofthe study is to explain or describe
some parts of the subject, a descriptive research
technique can be used. In cases when extensive
information is available for the subject in mind and
when theories and models have already been
formulated, the study is said to be hypothesis
verifying. This technique concentrates on tests of
given assumptions to examine their accuracy
(Davidson & Patel 2003).

Traditional performance measure:

The performance evaluation of a risky investment is
the central problem in Finance. Basically, the
evaluation of investment performance is mainly
concerned with three important issues: 1.
Maximisation of investment return through
prediction of security prices, 2. Minimisation of the
extent of diversifiable risk through the strategy of
diversification activities and 3. Maximisation of
portfolio return through successful prediction of
market movement. In the literature, a lot of studies
have dealt with these issues but encountered with
theproblems ofnature and measurement ofrisk. The
pastevidences have suggested predominance ofrisk
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in the capitalmarketand the investors perceived that
higher return is caused by higher risk. In this respect
Sharpe (1964), Linter (1965) and Mossin (1966) have
independently developed the CAPM as previously
proposed by Markowitz in 1952 to measure the
portfolio performance of the risky investment. In
1968, Jensen has proposed an absolute measure of
portfolio performance by specifying with the
problems ofevaluating the predictive abilities of the
portfolio managers. Jensen's (1968) differential
return measure is based on the assumption of CAPM
framework where the risk premium of a mutual
fund schemei(excessreturn ofmutual fund schemei
over the risk free rate) is a linear function of the
systematic risk (beta) of the scheme and market risk
premium (R, -R)). The CAPM based Jensen's modelis

asunder:
R=a,+B(R,)*e, (1

Where, R, is the excess return of the i" mutual fund
schemeattime period t,R isthe excessreturn on the
market portfolio at time period t, §; is the index of
systematic risk of scheme i, o, is the unconditional
alpha coefficient and e, is the random error term of
the schemeiat time period t that has zero mean and
constant standard deviation with the following
properties: E(e,) =0, Var(e,) = 62¢, and Cov(e,, €;) =
0. The statistical significance ofalpha may be judged
by the t statistic, which is measured by the estimated
value of the alpha divided by its variances. If the
values of alphas are assumed to be normally
distributed then the t statistic greater than 2 implies
that the probability of having obtained the result
through luck, and not through expertise, is strictly
less than at 5% level of significance and thus, the
average alpha is significantly different from zero. It
is assumed that in unconditional model both alpha
and beta are constant over time. Like Treynor
measure, the Jensen measure also considers
systematic risk. Unlike Sharpe and Treynor
measures, Jensen measure does not permit
portfolios with different level ofrisk to be compared.
Here, the value of alpha is actually proportional to
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the level of risk taken that is measured by beta.
However, the unconditional Jensen measure is
subject to same criticism like Treynor measure in
respect of choice of reference benchmark. Even if, at
the time of market timing activity that involves
changing beta as per anticipated movements in the
stock market, Jensen alpha often becomes negative
and that time the Jensen alpha does not reveal the
real efficiency of the portfolio managers. Although,
performance measures often try to distinguish
security selection, or stock picking ability, from
market-timing (ability to predict the future direction
of the market). But it is true that Jensen alpha be a
sign of both types of ability (selectivity and market-
timing). Subsequent, market-timing models have
tried to take apartthese two facets of performances.

Treynor & Mazuy (1966) is the first who have tried to
enumerate the timing component of stock return in a
meticulous way and so, they just insert a quadratic
term in the CAPM based regression model, which is
become a standard for measuring market timing
ability of the investment managers. The
unconditional measure of timing-ability is given
below:

R, =a;+B(R,)+ Yi(ant)z + e, (2)

Where, R, is the excess return of the mutual fund
scheme i at time period t, R, is the excess return of
the market at time period t, o, B, and y, are the
coefficients of the mutual fund schemeiand e, is the
error term with zero mean and constant standard
deviation. A cursory look into the above measure
would reveal that the return of the mutual fund
scheme i and that of the market are in the excess
return forms. Treynor & Mazuy (1966) argue that if
the managers are able to predict the market return
efficiently then they will clutch a greater proportion
ofthe market portfolio when the return ofthe market
is high and hold a smaller proportion when the
return of the market is low or in other words, adjust
the portfolio's beta according to the market
condition. Thus, the portfolio return is a non-linear
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(convex) function of the market return that is
captured by the coefficient of the parabolic term
(gamma, vy,). Treynor & Mazuy (1966) report
evidence in favour of market-timing for only 1 out of
57 mutual funds. Most of the studies have
empirically examined the timing performance by
using the measure of Treynor & Mazuy (1966) have
shown similar evidence of no market-timing or
vicious timing-ability (see Lehman & Modest 1987,
Lee & Rahman 1990, Cumby & Glen 1990, Cogging et
al 1993, Grinblatt & Titman 1994 etc).

Conditional Performance Measure:

Market-timing ability can only be accurately
measured under the assumptions of highly stylized
models (Ferson & Schadt 1996). The traditional
market timing models, in addition to their strong
assumptions about how managers' use their abilities
have taken the view that any information correlated
with future market returns is said to be superior
information. Yet any ability to predict the market
that can be matched using the public information
should not be considered to truly reflect market
timing ability on the part of fund managers beyond
that of the funds' investors. Ferson & Schadt (1996)
use basically the same simplifying assumptions as
the traditional models, but to assume semi-strong-
form of market efficiency. The idea is to distinguish
market timing based on public information from
market timing information that is superior to the
lagged information variables.

However, this approach is based on the conditional
version ofthe CAPM that is consistent with the semi-
strong-form of market efficiency where the influence
of public information for the estimation of returns
present a little that is interpreted earlier by Fama
(1970). According to the conditional version of the
CAPM, the return of a mutual fund scheme i can be
written as follows:

R, =B (AR, * ¢, (3a)

im mt

With E(e,/ A,)=0 (3b)
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And E(e, R,/ A_)=0 (30)

Where, R, is the excess return of mutual fund scheme
i between the time period t and t-1, R, is the excess
return ofthe benchmark index over the risk free asset
and A, , denotes a vector of instruments for the
information available at time period t-1. The beta of
(A,) is the conditional
market beta of excess return of the mutual fund

the regression equation B,
scheme 1 at time period t-1 that depends on the
information vector A, . Thus, beta varies over time
due to certain number of factors. The conditional
market beta of excess return of the mutual fund
schemeican bedefined as follows:

B, =Cov(R,,R,/ A, )/ Var(R,/ A.) (3d)

mt

The equation 3a does not provide the alpha term
because it uses information variables A _, when the
latter is null. The error term in the above regression
equation is independent as per equation 3b that
leads to the assumption of efficient market
hypothesis (EMH) and equation 3c tells that the
B..(A.)istheconditional regression coefficient.

Equation 3 entails that any unbiased forecast of the
difference between the return of a scheme and the
product of its beta and the excess return on the
market factor which differs from zero must be based
on an information set that is more informative than
A, (Ferson & Schadt 1996). Hence, the forecast of
this difference will be zero if only information A, is
used. Then, the portfolio return relationship can be
established by using the asset return relationship
with the assumption that the investors use no
information other than the public information. So, it
may be said that the investors' portfolio beta B,
depends on public information At-1 or in other
words B, (A, is a function of A, . Then, beta can be
approximated of a mutual fund scheme i through a
linear function by using a development from Taylor
series following Shanken (1990) asunder:

Bin(AL) =D, + Bla,, 4)
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This relationship can be interpreted as an average
beta i.e. that corresponds to the unconditional mean
ofthe conditional beta thatcan be defined asunder:

b, = E(B;,(A.)) )

The elements of vector B, are the response
coefficients ofthe conditional beta with respect to the
information variables A, . a,, denotes a vector of the
differentials of A, from the unconditional means
that can be written as follows:

a = Au - E(At—l) (6)

Now, it is possible to formulate a conditional
measure of managed portfolio return by combining
theabove equationsasunder:

Rn = boiRmt - B'i(at—l)le + Ci (7)

Where, E(e,/ A,)=E(e,R,./ A,)=0 (8)

it S mt

The stochastic factor of the above measure is a linear
function ofthe market return in excess ofthe risk free
rate (R;). Where, the coefficients of the above
measure are conditional on publicinformation A, .

The model thereby developed enables the
traditional performance measures, which came from
the CAPM to be applied by incorporating a time
component and only then the risk and return of a
mutual fund scheme can be predicted with more
accuracy by using the CAPM version of conditional
performance measure which is proposed by Ferson
& Schadt(1996).

Applicationto Performance Measure:

The traditional unconditional measures do not draw
a distinction between the skill in using public
information, which is available to everybody and a
manager's specific stock picking ability. The
conditional approach allows these to be separated.
Therefore, to evaluate mutual fund performance the
empirically developed model (Ferson & Schadt
1996) incorporates a conditional term in the Treynor
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& Mazuy model (1966). Where, the classical market-
timing regression model when there is no
conditioning publicly available information as
follows:

R,= 0+ B(R,) +v(R, )2 + ¢, )

The conditional model of Ferson & Schadt (1996) is
asunder:

R, =a,+ bR, + Bi(a.R,) *+ 1i(R,)2 + ¢, (10)

0i™ Mmt

Where, the coefficient vector Bi captures the linear
response of the manager's beta to the public
information variables A,. The set of information
vector a,_ represents information available at time t-1
for estimating schemes' returns that indicates
changing nature of the state of the economy that
finally changes the beta coefficient. The term B'(R  a,.
) controls public information effect, which would
bias the coefficients in the original Treynor & Mazuy
(1966) model. By capturing information available to
managers at time t-1, the set of vector (R,a.)
precludes strategies that can be replicated using
public information from being ascribed with
superior selectivity or market-timing ability on the
basis of this information. Here, the interaction term
measure the covariance between conditional beta
and the expected value of the market return using
lagged instruments. The coefficient of yci measures
the sensitivity of the manager's beta to the private
market timing signal. The study does not consider
theimpact ofconditioning alpha because the study is
exclusively devoted to examine market timing
performance. Although, the conditional alpha is a
linear function ofthe conditional public information
a,_ thatcan beshownasunder:

(@) = o, + 0'(a,) an

At the beginning it is very much important to
determine the kind of information variables to be
used. This is almost same as using explanatory
variables. Ferson & Schadt (1996) propose a link to
the portfolio risk to market indicators, such as
dividend yield of market index and the return on
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short term T-Bills lagged by one period compared to
the estimation period. This study uses a set of one
month lagged publicly available information which
is assumed to be reliable and important market
indicators in the Indian context at the time of
examine conditional market timing performance.
The one month lagged information variables are
dividend yield of market index (DY,,), the return on
91-day T-Bills (TB,,), the monthly inflation rate (FL,
), monthly rupee-dollar exchange rates (EX,),
monthly sales of mutual fund schemes (SK,)),
monthly redemption / Repurchase of mutual fund
schemes (MV,,) and monthly total assets under
management of the mutual fund companies (UM,))
respectively. The last three information variables are
assumed to be relevant to measure mutual fund
prospect and also helpful to the managers as well as
investors to measure stock selection and market
timing performances with the prediction of future
returns and risk as per the state ofthe economy.

Currently, dy,,, tb_,, fl_, ex,,, sk, mv,_ and um,,
represent the differentials compared to the average
ofthe variables DY, ,, TB_,, FL,,, EX_, SK,_, MV, and
UM, thatcan be written as follows:

t-19

Dy.= DY., E(DY), tb, = TB, E(TB), fl, = FL,,
E(FL), ex,, = EX,, E(EX), sk, =SK,, E(SK), mv,, =
MV_,EMV)andum =UM_,E(UM,) (12)

Then,therelationship can be written asunder:

"y, B,
th,, by
ﬂt—l b3i

a,_|ex_ | and B|b, (13)
sk,_, b,
my,_, b,
Lum,_, | | by |

Hence, the conditional beta is the function ofa set of
information vector. The conditional beta can be
interpreted by using the approach of Rosenberg &
Mckibben (1973) and Rosenberg & Marathe (1975) as
under:
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b, = b, + b,dy,, + b,tb,, + bfl, + byex,, + bsk , +
b,mv,  +bum,, +e, (14)

Hence,the conditional measure of market timing can
be formulated as follows:

Ril = aci + bOlle + blidyt-lle + bZitb&-l nt + b3iﬂl-lRm! +
byex R, + bysk R, + bgmv R, + bum R, +
’Yc)(Rmt)ZJ’_ e)t (15)

Where, o represents the conditional alpha. In other
words it is the difference between a scheme's excess
return and the excess return to the particular
combination of market index and the set of
information variables that replicates the scheme's
time varying risk exposure. The term b0i represents
the conditional beta, however, it no longer
represents the systematic risk of the scheme with
respect to the market, nor should one assume that it
takes the same value because of the multiplicative
nature in the way the market indicators enter into the
model. In other words, it can only be viewed as the
separate influence of the market after taking into
consideration the influence of public information
variables. The coefficients b, b,, b,, b,, b,, b, and b,
measure the variations of the conditional beta to the
lagged information variables.

The coefficient y, measures the sensitivity of the
scheme's beta to any private market timing signals
above and beyond the information about the future
shape ofthe market return, which is contained in the
above described information variables. Hence, the
gamma coefficient also changes like the changes of
beta. As, the set ofinformation variables assists to the
investment managers to take at most possible
decision on stock selection or market-timing or
combination of them and that's why the expected
future return is maximum. If the strategy of the
investment managers is to change the beta
composition of the risky portfolio according to the
changing nature of the market with respect to the
information variables At-1 then, the market-timing
strategy may provide successful outcome, which is
measured by the gamma coefficient. Where, the
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sensitivity of the gamma coefficient depends on the
sensitivity of the beta coefficient. The conditional
beta coefficient is measured by the average beta (b01)
and the response of conditional beta to the lagged
information variables B’, (R ta_). Therefore, the
shape ofexpected future portfolio return is a convex
function of the market return that is captured by the
conditional gamma coefficient. Hence, the gamma
coefficient is also a non-linear function of beta
sensitivity and the expected value of the future
market return with the lagged instruments that can
be written as follows:

’Ycl = f((P IiRzm(al-l) (16)

Therefore, the conditional CAPM for each mutual
fund schemeifor each period t willbe as follows:

E(Rn/ at—l) = (x‘ci + b(]iRmt + B'i(a!—lRmt) + (p()iRzml + Q’i(at—leml)
te, (17

Where, the coefficient p0i measures the sensitivity of
the scheme's beta or the average sensitivity of the
scheme's beta. Where, the term Q'(a,,R’, ) manages
the effect of the parabolic term that is attributed to
the lagged public information variables.
Consequently, the conditional gamma coefficient in
equation 15 can be written asunder:

Ycl = (POi + (plile-l + (p2itbl-l + (p3iﬂl-l + (P4iexl-l + (PSiSkl-l +
¢omv,, T @um,, (18)
Then the relationship between the conditional

gamma coefficients and the set of lagged
information variables can be written asunder:

?y; dy,., |
?,; tb,
®3; A
O, =0, | anda,= |ex, (19)
Qs; sk,
Qs mv,_,
| P7: | Lum,_,; |
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Finally, the traditional model of Treynor & Mazuy
(1966) can be presented in the conditional
framework following the model of Ferson & Schadt
(1996)asunder:

R, = o, + byR,, + bdy, R, + bytb R, + byfl R, +
b4ieXt—1Rmt + bSiSkt—lRmt + b6imV(—lRmt + b7ium(—lRmt + (pOiRzmt
+ (Plile-leml + (p21tbl-1R2ml + (P31ﬂl-lR2ml + (P4|exl-lR2n11 +

(P5lSkl-1R2ml + (péimVl-leml + (p7iuml-lR2ml+ eil (20)

mt mt

Where, the coefficients ¢,, ®,, ©,, ©;, ¢, 05, ¢, and @,
capture the non-linear variations of the conditional
gamma in respect of sensitivity of scheme's beta that
attributed to the lagged information variables about
the future shape of the expected market return. The
coefficients of the above model (equation 20) are
estimated through theregression equation.

The monthly rate of return of each mutual fund
schemes and the market index (BSE Sensex) are
computed as follows:

R, = log% ey
" NAV,

it—1

Market Index,
R, =log
’ Market Index,

(22)

Where, R, is the logarithm return of the i" mutual
fund scheme at the end of time (month) t. NAV,, is
the net asset value of the i" mutual fund scheme at
time (month)tand NAV,,  isthenetasset value ofthe
i" mutual fund scheme at the end of the previous
time (month) period 't-1'. Similarly, R, is the

logarithm return ofthe market.

Hypothesis Formulation

The traditional market-timing model of Treynor &
Mazuy (1966) cannot estimate the quadratic term
properly when risk and future expected return are
constant over time. But, the use of conditional
measure of Treynor & Mazuy (1966), which is later
developed by Ferson & Schadt (1996) assume that
risk and expected futurereturn are time variant with
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the change of the state of the economy. Thus, the
present study also examines the superiority of the
gamma coefficient which is derived from the
application of two measures and hence, the
following hypothesisis formulated and tested:

Hypothesis:

H,: Traditional market timing performance =

Conditional market timing performance

H,: Conditional market timing performance is

superior

Distributionofdata:

To observe the pattern of the time series data Jarque-
Bera test of normality is applied. The skewness and
kurtosis are measured of the return distribution of
each scheme as well as the information variables.
The skewness measures the symmetry of the
distribution whereas the kurtosis implies the peaked
ness of the distribution. A distribution with equal
kurtosis is called mesokurtic whereas, a distribution
with smalltailis platykurticand a distribution with a
large tail implies leptokurtic. The J-B statistic can be
computed asunder:

2 _2\2
JB:,{LM} o)
6 24

Where,n =number of observations, S= Skewness of
the residuals, K = Kurtosis of the residuals. The
distribution is said to be normal ifthe values of Sand
K are zero (0) and three (3) respectively so that JB
becomesequalto zero.

Unit Root Test:

A test of stationarity (or non-stationarity) that has
become widely popular over the past several years is
the unit root problem. It can be started with this
regression equation

AR, = 8Ri(t—l) + 1, (24)
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Where, d =(p-1)and A,asusual, is the first-difference
operator. Generally, in practice, it is tested that the
(null) hypothesis & = zero. If § is equal to zero (0),
then p is one (1) that is a unit root which, means the
time series under consideration is non-stationary.
Now let us turn to the estimation of the above
regression equation. This is simple enough, first
takes the first differences of R, and regress them on
R,., and observe if the estimated slope of the
coefficient in this regression (=0) is 0 or not. If it is
zero, then R,
then R,

which test should we use to find out if the estimated

« 1s non-stationary. But, if it is negative,
is stationary. Here, the only question is

coefficient of R, in the above regression equation is
zero or not. Dickey & Fuller have shown that under
the null hypothesis that § = zero (0), the estimated t
value ofthe coefficient of R, in the aboveregression
equation follows the t (tau) statistic. The critical
value of tau statistic is computed based on Monte
Carlo simulations. In the literature, the tau statistic
or test is known as Dickey-Fuller (DF) test. The
actual procedure of implementing the DF test
involves several decisions. Here, random walk
model with driftis considered asunder:

R,,is arandom walk with drift: AR,)=a,+ R+
M, (25)

Where, t is the time or trend variable. The null
hypothesisisthat d =zero (0), which means thereisa
unit root and the time series is non-stationary. The
alternative hypothesis is that § is less than zero that
means the time series is stationary. If the null
hypothesis is rejected, then R, is stationary with a
nonzeromean [=a,/ (1-p)].Itisextremely important
to note that the critical value of the tau test to test the
hypothesis that § = zero (0), is different of the above
specification of the DF test. The actual estimation
procedure is as follows: Estimate the above equation
(with drift) by OLS; then, divide the estimated
coefficient of R, , by its standard error to compute
the tau statistic and refer to the DF table (or any
statistical package). If the computed absolute value

Amity Business Review
Vol 15 No. 1, January - June, 2014

of the tau statistic (| 7| ) exceeds the DF, then reject
the hypothesis that & = zero (0), in which case the
time series is stationary. On the other hand, if the
computed tau statistic (| t| ) does not exceed the
critical tau value, then do not reject the null
hypothesis, in which case the time series is
stationary.

Test of Autocorrelation:

The Autocorrelation problem is common in any
regression-based model. In this study Durbin-
Watson (d) test is applied to correct the above
problem.Thed statistic can be computed asunder:

DI IR
2o A

Test of Heteroscedasticity:

(26)

An important assumption of any regression-based
model is that the disturbances are homoscedastic
that means they all have the same variances.
Inversely, the disturbances in the regression
equation do not have the same variances, which
mean the disturbances are heteroscedacticity. There
are several methods to test this problem. The study
uses White's (1980) general heteroscedasticity test
that does not rely on the normality assumption.
Hence, the residuals are estimated from the original
regression model and then the residuals are squared
and regressed on the original independent variables,
their squared values, and the cross product(s) of the
regressors and find out the R* value, which is 'n’'
times of the sample size obtained from the auxiliary
regression asymptotically follows the Chi-square
distribution with degree of freedom equal to the
number of regressors (excluding the constant term),
which isasunder:

n.R’~y’df 27
asy

Ifthe value of chi-square, which is obtained from the
auxiliary regression exceeds the critical chi-square
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value at the chosen level of significance then
heteroscedasticity exist and if opposite is happened
then there is no heteroscedasticity that may be

2 2 2, 2
shownasa=oa=0=a"........... =0

Test of Multicollinearity:

The term multicollinearity is due to Ragnar Frisch.
Generally it means the existence ofa perfect or exact,
linear relationship among some or all independent
variables of a regression model. The study examines
the problem of multicollinearity to observe the
individual effect of independent variable on market
timing activities. Earlier research studies have used
the techniques like simple correlation, R*, and VIF for
examining the presence of multicollinearity among
the independent variables. In addition to R’ value
and VIF, the present study also uses the tolerance
valuetotestthe problem of multicollinearity.

RESULT AND ANALYSIS

Table.1 represents the summary statistic for monthly
raw returns of the individual open-ended equity
mutual fund schemes of Unit Trust of India (UTI).
The computed J-B statistic of the individual return
series ofthe mutual fund schemes is far from zero (J-
B>0) which confirms rejection of null hypothesis ofa
normal distribution.

Similarly, Table.2 shows the summary statistic of the
pre-determined information variables namely
marketindexR,,dividend yield DY, 91-day treasury
bill rate TB, inflation rate FL, Ruppe-Dollar exchange
rate EX, monthly sales volume of mutual fund
schemes SK, monthly redemption / repurchase of
mutual fund schemes MV and monthly total asset
under management UM. The computed J-B statistic
of the information variables is different from zero
which indicates rejection of null hypothesis of a

normal distribution.

The empirical work based on time series data
assumes thatthe underlying time series is stationary
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that means its mean, variance and auto-covariance
(at various lags) remain the same. In this study
Dickey-Fuller (DF) test is used to test stationarity of
the individual time series data. Table.3 presents the
summary statistic of the individual time-series data.
It is observed from the table that the computed
absolute tau statistic (Itl) of fourteen (14) individual
time series return data exceed the DF critical
absolute tau values at 5% significance level which
indicates rejection of null hypothesis that means that
the time series return data of 14 schemes is
stationary. In case of the remaining individual time
series return data the computed tau statistic is lower
than the DF critical absolute tau statistic at 5%
significance level which means acceptance of the
nullhypothesis. Hence, in this case, the return data is
seen to be non-stationary.

An important assumption of any regression based
model is that the disturbances are homoscedastic,
which means they all have same variances.
Practically, itis also recognised that the disturbances
may not have the same variances or in other words
they are heteroscedacticity. To test this problem,
White's (1980) general heteroscedasticity test is
applied. Table.4 presents the individual regression
based test statistic of heteroscedasticity. The table
shows that the computed chi-square values of the
individual regression are lower than the critical chi-
square value at 5% level of significance and hence, it
may beargued thatthereisno existence.

The problem of multicolinearity in the explanatory
variables of a regression equation is a matter of
thought. This type of problem is diagnosed through
the techniques like analysis of R’, tolerance value
(TOL) and variable inflation factor (VIF). The test
statistic of multicolinearity is presented in Table.5.
The R? value higher that 0.800 is considered to be
harmful because of the presence of multicolinearity
problem. The computed R’ values of the individual
schemes' are lower than the cut-off point (0.800),
which necessarily proves that the explanatory
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variables in the regression model is free from the
problem of multicolinearity. VIF is another popular
measure of multicolinearity. It is generally held that
the value of VIF higher than ten (10) is likely to cause
a multicolinearity problem. In the present study the
valuesrange between 1.0471 and 1.9685 (i,e. less than
10) that means absence of multicolinearity problem.
Tolerance may also be used as a measure ofexamine
multicolinearity problem. The tolerance value more
than 0.20 may be used as a criterion for considering
the influence of explanatory variables in the
regression model being free from the problem of
multicolinearity. Here, the computed tolerance
value ranges between 0.508 and 0.955 which clearly
demonstrates the fact that the individual regression
models are free from the problem of multicolinearity
ofthe explanatory variables.

Finally, the paper analyses the market-timing
performance of the open-ended mutual fund
schemes of UTI based on both approaches
(unconditional & conditional). It is observed from
Tab.l that the average return performance of the
schemes is positive. Generally, the positive return
performance is caused by two reasons. One is
manager's ability to select the under priced securities
(stock-selection) and the other is prediction of
market movement (market-timing). The present
study deals with market-timing performance of the
mutual fund managers. The prediction of market
movement requires specialised knowledge of the
managers that ensure higher rate of return. It is
assumed that positive gamma value adds extra
return to the mutual fund portfolios. It is also
assumed that statistically significant positive
gamma value adjoin abnormal return to the mutual
fund portfolios, which is delivered by the superior
managers. Most of the past studies reveal that the
mutual fund managers are not successful in market-
timing activities. Few of them are superior by
providing significant gamma values (abnormal
return) and some ofthem are average performers by
providing positive gamma values (normal return)
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and many of them are very poor in market-timing

activities by providing negative gamma values.

Table.6 represents the market-timing performance
of the open-ended mutual fund schemes based on
un-conditional model developed by Treynor &
Mazuy (1966). It is observed that the gamma values
of six schemes are positive and the remaining is
negative. The cause of probable reason of obtaining
negative market-timing performance may be
considered as the reflection of inability of the
managers to predict the market movement.
Therefore, those managers have failed to earn extra
return from the activities of market-timing.
Although, six schemes have offered extra return
from the activities of market-timing. The earlier
researchers have shown poor performance and in
most of the cases negative performance in this
regard. But, in un-conditional model, the managers
cannot earn abnormal return by capturing the
activities of market movement and hence, the
mangers have failed to generate statistically
significant gamma values.

Table.6 also presents the test statistic of
autocorrelation problem. Here, the most celebrated
testof D-W (1951)isused. According to this test ifthe
value of 'd' is found to be '2' one may assume that
there is no first order autocorrelation in the
regression model. The observed 'd' values of all the
schemes are more or less are two (2) that indicates
the returns data are free from the problem of first

order autocorrelation.

The main issue of this paper is to examine the
market-timing performance of the selected open-
ended mutual fund managers based on conditional
approach proposed by Ferson & Schadt (1996) and
then to make a comparison between the market-
timing performances of the selected schemes using
the results derived from un-conditional model and
conditional model. Ferson & Schadt argue that
conditional model provides better market-timing
performance than the un-conditional model. Now,
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come to the result, which is depicted in Table.7. It is
observed from the table that the gamma values of
seven schemes are positive and the remaining
schemes have provided negative gamma values.
Hence, the managers of those schemes (7 schemes)
have provided to the investors a better return. If we
compare the results about positive gamma values
which are derived from both the approaches could
be found that the number of positive performers in
conditional model is more than the un-conditional
model. Although, it may not be said a radical
improvement in market-timing performance. In
conditional model the number of positive market
timers is only seven as compared to the traditional
approach where the positive market timers are only
six. Here, the difference is only one after the
inclusion of available public information variables.
It may be said that the managers cannot properly
predict the market movement at right time. Only
then the managers are said to be superior when they
predict the market movement correctly as a result
they generate statistically positive significant
gamma values. In conditional approach two
schemes have provided statistically significant
gamma values where in un-conditional model such
statistically significant performance is absent. So, it
may be said that after incorporation of publicly
available information variables in the un-
conditional model (Treynor & Mazuy 1966) the
managers have been able to generate statistically
significant positive gamma values and thus the
evidence is similar to the evidences of Ferson &
Schadt 1996, Ferson & Warther 1996, Chen & Knez
1996, Christopherson et al 1998, Christopherson et al
1999 and Ferson & Qian 2004 etc.

Finally, it is observed from the above analysis that
the market-timing performance based on
conditional measure is better than that of un-
conditional approach. But, without any further
enquiry with the help of statistical testing it may not
be concluded that conditional market-timing
performance is superior to un-conditional market-
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timing performance. The hypothesis in this regard is
formulated in methodology section. The computed
value ofthe test statisticis 1.3561 which is lower than
the table value of'z' at 5% level (1.96) of significance.
This promptsusto accept the null hypothesis. Based
on this finding, it may be concluded in respect of
market-timing performance that no significant
difference is observed between the evidences offered
by thetwo measures.

CONCLUSION

Most of the earlier research studies use traditional
measures to examine the market-timing
performance of the investment managers. The
traditional measures assume that the variance is not
changed over time and therefore, those performance
measures are unable to predict the market
movement correctly. Although, those models are
extensively used in the measurement of investment
performance before the development of conditional
model. But, after the development of conditional
measures, the measurement of investment
performance can be possible to make more
accurately. It is observed from the above analysis
that six schemes have offered positive market-
timing performances based on traditional model.
But, the traditional measures cannot provide
significant market-timing performance. Hence, it
may be concluded that the managers are inefficient
to provide superior market-timing performances in
traditional measure. After inclusion of public
information variables in the traditional model, the
market-timing performance looks better. In
conditional measure the number of positive market-
timing performance is increased to seven from six.
The conditional measure has also provided
significant market-timing performance which is
absent in traditional measure. Hence, it may be
argued that the market-timing performance based
on conditional model is better than the traditional
model. But, the statistical test reveals that the
market-timing performance based on two measures
issame.
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Tab.1 : Descriptive Statistic of the mutual fund schemes
SI.No OB Mean Median Max Min SD Skewness Kurtosis JB
1 53 1.4957 0.6700 13.3600 -15.10 5.8981 -0.563 0.969 11.9092
2 53 1.5865 1.3318 55.6109 -28.5257 9.9336 2.600 17.791 542.738
3 77 1.0777 0.0734 17.0146 -17.0508 4.0599 0.380 8.374 94.5094
4 64 0.9752 0.6071 13.6538 -3.8353 3.0247 2.407 7.314 111.427
5 64 1.1996 0.4901 13.7101 -2.1758 2.9803 2.579 6.991 113.421
6 64 0.9642 0.3984 26.0180 -19.4558 51211 1.309 13.534 314.184
7 64 1.0323 0.3303 11.9102 -2.6877 2.5794 2.670 7.513 130.354
8 64 1.1651 0.6321 16.8589 -31.3171 5.5334 -2.824 19.482 809.483
9 64 1.1534 0.7722 9.0226 -2.6769 2.1275 1.588 3.626 27.943
10 64 1.2089 0.8649 9.0226 -2.6718 2.0654 2.012 5.443 59.095
11 88 1.1987 0.3097 16.2653 -0.7813 2.8903 3.132 11.340 398.808
12 88 1.0364 0.5808 7.4351 -3.8996 1.9145 0.981 1.844 19.0145
13 88 1.1028 0.6938 10.6253 -1.7241 1.6367 2.403 11.976 380.109
14 88 1.1153 0.6684 13.5190 -2.8174 2.5517 2.689 9.692 2701.25
15 88 1.0139 0.9081 6.6657 -7.5124 2.0520 -0.620 4.072 9.8515
16 88 0.6055 0.4599 9.5172 -6.3826 2.1786 0.544 4717 15.1501
17 88 1.0311 0.7229 7.3243 -4.8402 1.5966 1.185 6.241 59.1103
18 88 0.1790 0.5393 7.6243 -19.2277 3.3710 -2.945 14.469 609.510
19 88 0.9714 0.7024 4.4293 -0.2300 0.9097 1.743 2.970 445614
20 88 1.2178 0.7434 7.7535 -1.8719 1.4838 1.981 5.335 77.5488
21 88 0.6787 0.7175 5.6174 -13.8577 2.3626 -3.091 17.373 897.600
22 88 1.0674 0.7576 9.3563 -4.1256 1.7232 1.894 7.686 133.127
23 88 0.5056 0.7913 13.8023 -9.7287 3.4064 0.447 5.192 20.5484
24 88 1.4247 0.6368 37.5249 -11.2652 5.1631 4582 29.454 2873.90
25 88 1.0864 0.6999 20.6603 -13.3468 3.0958 1.851 22.870 1497.91
26 88 0.7663 0.5799 47118 -13.3468 2.0154 -3.777 27.346 2382.56
27 88 0.8897 0.8012 32.0503 -26.8475 4.6964 1.035 35.818 3964.78
28 88 0.7743 0.4735 16.8589 -10.4888 2.7322 2.010 17.123 790.604
29 88 0.6193 0.5359 49342 -2.2624 1.0504 1.021 4.236 20.8907
30 88 1.1879 0.8228 6.9450 -3.0958 1.4325 1.038 4.238 21.4222
Source: Primary data
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Tab.2 : Descriptive Statistic of the pre-determined Variables SI.No Estimated Coefficient Standard Error Tau Statistic DF Statistic
SI.No | OB Mean Median Max Min SD Skewness | Kurtosis JB 26 0.204 0.105 1.9429 -2.89
1 144 1.4496 0.9457 49.94 -30.24 9.07 0578 6.366 75.9978 27 0.009 0.110 0.0818 -2.89
2 144 1.5794 1.5266 252 0.85 0.42 0.329 -0.963 96.83 28 0.112 0.108 1.0370 -2.89
3 144 0.3739 0.6024 59.19 -39.65 9.17 0.531 15.644 | 965.995 29 0.470 0.09% 4.8958 -2.89
4 144 2.4207 25333 5.60 -2.10 1.35 -0.716 1.337 28.9872 30 -0.067 0.108 -0.6204 -2.89
5 144 0.2019 05393 7.16 -6.80 2.22 0.545 2.291 1.1447
6 144 | 944510.20 52151450 | 2669515.00 | 2219¢1.00 879955.60 0.523 -1.225 107.104 Tab.4 : Test of Heteroscedasticity
7 144 | 92545910 | 471821.00 | 2667929.00 | 20097.00 879900.00 0.566 -1.164 104.033 SL.No R v Table Value (5% level)
8 144 | 36246520 | 31852650 | 759452.00 | 79464.00 240919.30 0.254 -1575 125583 1 0.065 3.445 19.6751
2 0.054 2.862 19.6751

Tab.3 : Unit root test of the return series of the schemes 3 0.049 3.773 19.6751
SI.No Estimated Coefficient Standard Error Tau Statistic DF Statistic 4 0.168 10.752 196751
1 0.337 0.134 25149 -2.89 S 0.028 1.792 19.6751
2 -0.276 0.136 -2.0294 -2.89 6 0.159 10.176 196751
3 0.288 0.112 25714 -2.89 ! 0.084 5.376 196751
4 0.427 0.119 3.5882 -2.89 8 0.094 6.016 196751
5 0.398 0.120 3.3167 -2.89 S 0.094 6.016 196751
6 -0.224 0.126 -1.7778 -2.89 10 0.159 1399 196751
7 0.328 0.125 2.6240 -2.89 1; 2132 15;:;; 122;:
8 0.084 0.128 0.6563 -2.89 " 0105 0200 .
9 0.679 0.116 5.8534 -2.89 " 0108 0200 "
10 0.557 0.127 4.3858 -2.89 " 0000 5272 g
11 0.560 0.094 5.9574 -2.89 o 0,083 304 196751
12 0.628 0.094 6.6809 -2.89 7 0,059 5 190 10 6751
13 0.738 0.113 6.5310 -2.89 8 0053 29 964 106751
14 0.618 0.098 6.3061 -2.89 19 0159 13,990 19,6751
15 0.612 0.092 6.6522 -2.89 20 0,084 7 392 10,6751
16 0503 0.099 5.0808 -2.89 o1 0.062 5 456 19,6751
17 -0.123 0.119 -1,0336 -2.89 2 0.062 5 456 10.6751
18 0.114 0.111 1.0270 -2.89 23 0.205 18.04 19.6751
19 0.339 0.107 3.1682 -2.89 o4 0.205 18.04 196751
20 0.231 0.093 2.4839 -2.89 25 0.159 13.992 19.6751
21 0.292 0.104 2.8077 -2.89 2% 0.094 8.072 19.6751
22 0.449 0.114 3.9386 -2.89 07 0.056 4.908 19.6751
23 0.381 0.106 3.5943 -2.89 o8 0479 15.752 19.6751
24 0.228 0.107 2.1308 -2.89 29 0.084 7390 196751
25 0.104 0.108 0.9630 -2.89 30 0.094 8.272 19.6751
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Tab.5 : Test of Multicolinearity problem Tab.6 : Market-timing performance based on Un-Conditional model
SL.No R’ X Table Value (5% level) SI.No Beta value (j3) t-Statistic Gamma value (y) t-Statistic D-W statistic
1 0.492 1.9685 0.508 1 0.538 5.669 -0.010 -0.983 1.998
2 0.174 1.2107 0.826 2 0577 3.068 -0.004 0.184 2.873
3 0.291 1.4104 0.709 3 0.200 3.923 -0.002 -0.718 1.808
4 0.248 1.3298 0.752 4 0.094 2176 0.003 -1.043 1.885
5 0.350 1.5385 0.650 5 0.077 1.781 -0.004 0.349 1.852
6 0.045 1.0471 0.955 6 0.004 0.053 -0.001 -0.840 2.444
7 0.234 1.3055 0.766 7 0.054 1.419 -0.001 -0.446 14.956
8 0.072 1.0776 0.928 8 0.120 1.471 -0.003 -0.204 1.920
9 0.421 1.7271 0.579 9 0.072 2.379 -0.001 0.152 1.903
10 0.374 1.5974 0.626 10 0.054 1.785 -0.002 -0.578 1.948
11 0.148 1.1737 0.852 11 -0.008 -0.021 -0.002 -0.589 1.891
12 0.357 1.5552 0.643 12 0.027 1.025 -0.002 -1.364 1.830
13 0.340 1.5152 0.660 13 0.051 2.335 -0.002 -1.423 1.759
14 0.345 1.5267 0.655 14 0.114 3.585 0.004 1.807 1.874
15 0.297 1.4225 0.703 15 0.068 2.509 -0.003 -1.495 1.987
16 0.351 1.5408 0.649 16 0.051 1.771 -0.004 -2.019 2131
17 0.115 1.1299 0.885 17 -0.014 -0.657 0.005 0.030 2.036
18 0.188 1.2315 0.812 18 0.004 0.088 0.002 0.712 1.747
19 0.260 1.3514 0.740 19 -0.015 -1.180 -0.001 -0.600 2.294
20 0.232 1.3021 0.768 20 0.010 0.480 -0.002 -1.430 2.326
21 0.062 1.0661 0.938 21 -0.016 -0.483 -0.001 -0.449 1.894
22 0.209 1.2642 0.791 22 0.011 0.466 -0.001 -0.743 2.070
23 0.178 1.2165 0.822 23 0.028 0.607 -0.004 -1.252 2.341
24 0.169 1.2034 0.831 24 0.108 1.543 -0.002 -0.500 1.681
25 0.192 1.2376 0.808 25 0.048 1.139 -0.001 -0.149 1.865
26 0.237 1.3106 0.763 26 -0.006 -0.203 -0.001 -0.424 1.683
27 0.120 1.1364 0.880 27 0.049 0.757 -0.001 -0.130 1.986
28 0.072 1.0776 0.928 28 0.061 1.633 -0.002 -0.693 1.809
29 0.332 1.4970 0.668 29 0.000 3.224 -0.004 -1.623 1.809
30 0.074 1.0799 0.926 30 0.003 0.147 0.001 0.947 2.113
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Tab.7 : Market-timing performance based on Conditional model

SI.No Name of the Scheme Beta (B) t-Statistic Gamma (y) t-Statistic
1 UTI-Grand Master 1993 -4.720 -1.555 2.056 0.161
2 UTI-PEF 95 -2.673 -0.560 -0.642 -0.043
3 UTI-Sunder 3.714 2.457 -1.981 -0.738
4 UTI-Dynamic Equity Fund-Dividend 3.655 2.374 -4.138 -0.568
5 UTI-Dynamic Equity Fund-Growth 5.030 3.025 -0.187 -1.157
6 UTI-Growth&Value Fund- Annual Dividend 6.478 1.923 -0.105 -0.320
7 UTI-Growth&Value Fund-Growth 3.872 2.737 -0.001 -0.007
8 UTI-Gr&Value Fund-Semi Annual Dividend 5.165 1.513 -0.403 -1.213
9 UTl-India Advantage equity Fund-Dividend 2.889 2.748 0.027 0.261
10 UTl-India Advantage equity fund-Growth 3.008 2.810 -0.020 -0.193
11 UTI-Equity fund-Growth Option 1.191 0.988 0.036 0.326
12 UTI-Equity fund-Income Option 1.125 1.543 -0.126 -1.879
13 UTI-Master index fund-Growth Option 0.030 0.056 -0.056 -1.118
14 UTI-Master index fund-Income Option 1.008 1.148 -0.055 -0.676
15 UTI-Master plus unit scheme-Growth Option 2.213 2.895 -0.253 -3.595
16 UTI-Master plus unit scheme-Income Option 0.455 0.537 -0.022 -0.281
17 UTI-Master Share-Growth Option -1.652 -2.749 0.156 2.813
18 UTI-Master share-Income Option -0.854 -0.606 -0.024 -0.184
19 UTI-Master Value Fund-Growth Option 0.220 0.645 -0.079 -2.498
20 UTI-MNC fund (UGS 10000)-Growth Option 0.176 0.280 -0.048 -0.835
21 UTI-MNC fund (UGS 10000)-Income Option -0.799 -0.875 0.197 2.345
22 UTI-Nifty index fund-Growth Option 0.034 0.049 0.005 0.083
23 UTI-Banking sector fund-Income Option 2.952 2.284 -0.331 -2.779
24 UTI-Banking sector fund-Income Option -0.080 -0.038 -0.267 -1.390
25 UTI gr sector funds-UTI-GSF-pharma-Gr Op 1.702 1.360 -0.199 -1.726
26 UTI-Gr sector funds-UTI-GSF-Pharma-Inc Op 0.991 1.184 -0.102 -1.320
27 UTI-Gr sector funds-UTI-GSF-Service-Gr Op 0.933 0.491 -0.154 -0.878
28 UTl infrastructure fund-Growth Option 1.424 1.222 -0.103 -0.958
29 UTI Mid cap fund-Growth Option 0.481 1.261 -0.102 -2.892
30 UTI opportunities fund-Growth Option 0.076 0.127 0.018 0.328

a AMITY

3/ BUSINESS SCHOOL

164

Amity Business Review
Vol 15 No. 1, January - June, 2014

The Conditional Performance of

Indian Mutual Fund Managers: A New look

REFERENCES

Artikis, G. (2004), “Bond mutual fund managers performance in
Greece”, Journal ofManagerial Finance, Vol.30(10), pp. 1-6.

Athanassakas., Carayannopoulos, & Racine. (2002), “How
effective is aggressive portfolio management? Canadian
Investment Review, pp.39-49.

Black, F (1972), “Capital market equilibrium with restricted
borrowing”, Journal of Business, Vol. 45(3), pp. 444-454.

Brown, Stephen, Goetzmann, Ibbotson, & Ross, A. (1992),
“Survivorship bias in performance studies”, Review of Financial
studies, Vol.5,pp.553-325.

Brown., & Goetzmann, W. (1995), “Performance persistence”,
Journal ofFinance, Vol. 50, pp. 679-698.

Bollen, N; & Busse, J.A. (2001), “On the timing ability of mutual
fund manager”,Journal of Finance, Vol. 56, pp. 1075-1094.

Close, J. (1952), “Investment companies: Closed end versus open-
end”,Harvard Business Review, Vol. (29),pp. 79-88.

Coggin., Fabozzi, & Rahman. (1993), “The investment
performance of US equity pension fund managers: An empirical
investigation”, Journal of Finance, pp. 1039-1055.

Chang., & Lewellen. (1984), “Market-timing and mutual fund
investment performance”, Journal of Business, Vol. 57, pp. 57-72.

Cumby, R., & Glen, J. (1990), “Evaluating the performance of
international mutual funds”, Journal of Finance, Vol. 45, pp. 497-
521.

Christopherson, Jon., Ferson, Wayne, & Glassman, Debra. (1998),
“Conditioning manager alphas on economic information:
Another look at the persistence of performance”, Review of
Financial Studies, Vol. 11(1),pp. 111-142.

Christopherson, Jon., Ferson, Wayne, & Turner, Andrew. (1999),
“Performance evaluation using conditional alphas and betas”,
Journal of Portfolio Management, Vol. 26(1), pp. 59-72.

Chen, Zhiwu., & Knez, Peter. (1996), “Portfolio performance
measurement: Theory and applications”, Review of Financial
Studies, Vol.9(2),pp.511-555.

Comer, G; (2006), “Hybrid mutual funds and market timing
performance”, Journal of Business, Vol.79,pp.771-797.

Dybvig, Philip., & Ross, Stephen. (1985), “Differential information
and performance measurement using a security market line”,
Journal of Finance, Vol.40(2),pp. 383-399.

Drew, E. M. Veeraraghavan, M., & Wilson, V. (2005), “Market-
timing, selectivity and alpha generation: Evidence from
Australian equity superannuation funds”, Investment
Managementand Financial Innovations, Vol.2,pp. 111-127.

Dhar, J. (2005), “Investment Management of Mutual Funds:
Evidence of timing and selectivity from India during 1997-2003”,
UGC sponsored minor research project,pp. 1-28.

Amity Business Review
Vol 15 No. 1, January - June, 2014

Fama, E. F. (1970), “Efficient capital markets: A review of theory
and empirical work”,Journal of Finance, Vol.25(2),pp.383-417.

Fama, E. F. (1972), “Components of investment performance”,
The Journal of Finance, Vol. XXVII(3),pp. 551-567.

Ferson, W., & Schadt, R. (1996), “Measuring fund strategy and
performance in changing economic conditions”, Journal of
Finance, Vol.51(6), pp.425-461.

Fama, Eugene., & French, K. (1989), “Business conditions and
expected returns on stocks and bonds”, Journal of Financial
Economics, Vol.25(1),pp.23-49.

Fransworth, H. (1997), “Conditional performance Evaluation”, In
paxson, D., Wood, D. (eds), Blackwell Encyclopedic Dictionary of
Finance, Blackwell Business, pp.23-24.

Ferson, W., & Warther, V. (1996), “Evaluating fund performance
in a dynamic market”, Financial Analysts Journal, Vol. 52(6), pp.
20-28.

Ferson, W., & Qian, M. (2004), “Conditional performance
evaluation,revisited”, Working Paper, Boston College-EUA.

Filippas N.D. & Christine Psoma. (2001), “Equity mutual fund
managers performance in Greece”, Journal of managerial finance,
Vol.27(6),pp. 68-74.

Grossman, S. (1975), “On the efficiency of competitive stock
markets where trades have diverse information”, The Journal of
Finance,vol.31(2),pp.572-585.

Grossman, S., & Stiglitz, E. J. (1980), “On the impossibility of
informationally efficient markets”, The American Economic
Review,vol.70(3),pp. 393-408.

Grinblatt, M., & Titman, S. (1989), “Portfolio performance
evaluation: Old issues and new insights”, Review of Financial

Studies, Vol.2(3),pp.393-422.

Grinblatt, M., & Titman, S. (1989a), “Mutual fund performance:
An analysis of quarterly holdings”, Journal of Business, Vol. 62,
pp.393-416.

Grant, D. (1977), “Portfolio performance and the cost of timing
decisions”, Journal of Finance, Vol.32(3),pp. 837-846.

Gordon, M.J.,, & Gangoli, R. (1962), “Choice among and scale of
play on lottery type alternatives”, College of Business
Administration, University of Rochester,pp. 1-25.

Gupta, A. (April 2002), “Market timing abilities of Indian mutual
fund manager” The ICFAI Journal of applied Finance, Vol. 6(2),
pp.1243-1250.

Hicks, J.R. (1962), “Liquidity”, The Economic Journal, Vol. LXXII,
pp-787-802.

Henrikson, R., & Merton, R.C. (1981), “On market timing and
investment performance II. Statistical procedures for evaluating

forecasting skills”, The Journal of Business, Vol. 44, pp. 513-533.

Holme, ILM., & Solvang, BK., 91997), “Forskningsme todik- am
kvalitativa och kvantitativame toder. Lund:studentliterature.

a AMITY

BUSINESS SCHOOL



The Conditional Performance of

Indian Mutual Fund Managers: A New look

Henrikson, R. (1984), “Market timing and mutual fund
performance: An empirical investigation”, Journal of Business,
Vol.57(1),pp.73-96.

Ilmanen, A. (1995), “Time-varying expected returns in
international bond markets”, Journal of Finance, Vol. 50(2), pp.
481-506.

Ibrahim, M. (2004), “Performance evaluation of mutual fund
industry in Nigeria: 1990-2002”, Working paper,
http/ / papers.ssrn.com, 1-25.

Irissappane., Murugaesan, & Chandrasekara. (2003), “Portfolio
selection skill and timing abilities of fund managers: An empirical
evidence on Indian mutual funds”, www.uticam.com. Pdf, pp. 1-
18.

Jensen, M. C. (1968), “The performance of mutual funds in the
period 1945-1964”, The Journal of Finance, Vol. 23, pp.389-416.

Jensen, M. (1972), “Optimal utilization of market forecasts and the
evaluation of investment performance”, In Szego, G; Shell, K.
(eds), Mathematical methods in Investment an d Finance, North-
Holland,pp.310-335.

Jagannathan., & Korajczyk. (1986), “Assessing the market timing
performance of managed portfolios”, Journal of Business, Vol. 59,
pp.217-235.

Jiang, G.J., Yao, T., & Yu, T. (2007), “Do mutual funds time the
market? Evidence from portfolio holdings”, Journal of Financial
Economics, Vol. 86,pp. 724-758.

Jaydev, M. (March 1996), “Mutual fund performance: An analysis
ofmonthly returns”, Finance India, Vol. X(1), pp. 73-84.

Kahneman, D., & Tversky, A. (1979), “Prospect theory: An
analysis of decision underrisk”, Econometrica,

Kader, M., & Kuang, Y. (2007), “Risk-adjusted performance,
selectivity, timing ability and performance persistence of Hong
Kong mutual funds”, Journal of Asia-Pacific Business, Vol. 8(2),
pp.25-28.

Kon, & Jen. (1978), “The investment performance of mutual funds:
An empirical investigation of timing, selectivity and market
efficiency”, Journal of Business, Vol. 52, pp.263-289.

Koulis., Beneki., Adam, & Botsaris. (2011), “An assessment of the
performance of Greek mutual equity funds selectivity and
market-timing”, Applied Mathematical Science, Vol. 5(4), pp. 159-
171.

Linter, J. (1965), “Security prices, risk and maximal gains from
diversification”, The Journal of Finance, Vol. XX(4), pp. 587-615.

Lehmann, B. N., & Modest, D. M, (1987), “Mutual fund
performance evaluation: A comparison of benchmarks and

benchmark comparisons”, Journal of Finance, Vol. 42, pp. 233-
266.

Lee, C.F., & Rahman, S. (1990), “Market-timing, selectivity and
mutual fund performance: An empirical investigation”, Journal of
Business, Vol. 63,pp.261-278.

a AMITY

3/ BUSINESS SCHOOL

Leite, A.P. & Cortez, C.M. (2005), “Conditional performance
evaluation: Evidence for the Portuguese mutual fund market”,
www.ssrn.com.pdf,pp. 1-24.

Lundhal, U., & Skarvard, P.H. (1999), “Utredningsmetodik for
samhallvetare och economer (3ed). Lund: Student literature.

Mossin, J. (1966), “Equilibrium in a capital asset market”,
Econometrica, Vol.34,pp. 141-183.

Markowitz, H. M. (1952), “Portfolio selection”, Journal of Finance,
Vol. 12,pp.77-91.

Merton, R.C. (1981), “On market timing and investment II an
equilibrium theory of value for market forecast” Journal of
Business, Vol. 54(3), pp.363-406.

Modigliani, F. & L. Modigliani (1997), “risk-Adjusted
performance”, The Journal of Portfolio Management, Vol. 23(2),
pp.45-54.

Mansor., & Bhatti. (2011), “The Islamic mutual fund performance:
New evidence on market-timing and stock selectivity”,
International conference on Economics and Finance Research,
IPEDR, 4, ACSIT press, Singapore, pp.477-484.

Otten, R., & Bams, D. (2004), “How to measure mutual fund
performance: Economic versus Statistical relevance”, Journal of
Accounting and Finance, Vol.44(2),pp.203-222.

Pesaran, M.H., & Timmermann, A. (1995), “Predictability of stick
returns: Robustness and economic significance”, Journal of
Finance, Vol.50(4),pp. 1201-1228.

Rosenberg, B., & Mckibben, W. (1973), “The prediction of
systematic and specific risk in common stocks”, Journal of
Financialand Quantitative Analysis, Vol. 8(2),pp.317-333.

Rosenberg, B., & Marathe, V. (1975), “Common factors in security
returns: Microeconomic determinants and macroeconomic
correlates”, Research Programme in Finance, Working Paper, pp.
1-57.

Rao., & Venkateswarlu. (2000), “Market timing abilities of fund
managers: A case study of unit trust of India”, Indian capital
markets, Vol. 55-66.

Romacho, J. & Cortez, M.C. (2006), “Timing and selectivity in
Portuguese mutual fund performance”, Research in International
Business and Finance, Vol.20(3),pp.275-374.

Roy., & Ghosh, (2013), “Market-timing performance of the open-
ended income and growth mutual fund schemes: An empirical
study”, International Journal of Financial Management, Vol.3,
Issue.3,pp.47-50.

Sharpe, W. F. (1964), “A simplified model for portfolio analysis”,
Management Science, pp.277-293.

Sharpe, W. F. (1966), “Mutual fund performance”, Journal of
Business, Vol.39,pp. 119-138.

Shanken, J. (1990), “Intertemporal asset pricing models: An
empirical investigation”, Journal of Econometrics, Vol. 45, pp. 99-
120.

Amity Business Review
Vol 15 No. 1, January - June, 2014

The Conditional Performance of

Indian Mutual Fund Managers: A New look

Santos., Tusi., Costa, & Silva. (2005), “Evaluating Brazilian mutual
funds with stochastic frontiers”, www.economicsbulletin.com
/ volumel3/ EB-05M20002A .pdf, pp. 1-37.

Silva, Florinda., Cortez, M. & Armada, M. (2003), “Conditioning
information and European bonds fund performance”, European
Financial Management, Vol. 9(2),pp.201-230.

Shanmughan., & Zabiulla. (2011), “Stock selection strategies of
equity mutual fund managers in India”, Middle Eastern Finance
and Economics, Vol. 11,pp. 19-27

Treynor, J. L. (1965), “How to rate management of investment
funds”,Harvard Business Review, Vol.43(1),pp.63-75.

Treynor, J. L., & Mazuy, J. (1966), “Can mutual fund outguess the
market”, Harvard Business Review, Vol. 43(1),pp. 63-75.

Tobin. J. (1958), “Liquidity preference as behaviour towards risk”,
The Review of Economicstudies, Vol. XXV, pp. 65-86.

Thanou, E. L. (2008), “Mutual fund performance evaluation
during up and down market condition: The case of Greek equity
mutual funds”, International research Journal of Finance and
Economics, Vol. 13,pp. 84-93.

Amity Business Review
Vol 15 No. 1, January - June, 2014

167

BIOGRAPHY

Subrata Roy, Ph.D is currently Assistant Professor in the
Department of Commerce, Rabindra Mahavidyalaya,
Champadanga, Hooghly, offiliated to the University of
Burdwan, West Bengal.

He did Ph.D on "Performance Appraisal of mutual fund in
India: An empirical Study" from the Department of
Commerce, University of Burdwan, West Bengal, India. He
served as Assistant Finance Manager in Elegant company.
He has done several research works which have been
published in different national and international journals
like KCA journal of business management, International
journal of Financial Management, Global Business review,
International journal of commerce and accounting
research, Annamalai International journal of business
studies, Global journal of finance and economics etc. He
has research interest on CAPM, Conditional CAPM, asset
pricing and sustainable investment performance efc.
Currently, he is working on sustainable investment in
emerging markets.

a AMITY

4/ BUSINESS SCHOOL



Relevance of Efficient Market Hypothesis with
Special Relerence 1o BSE India
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The stock market efficiency is one of the important concerns
as it performs asignificant rolein providing fair chanceto the
trading members by providing access to complete and
accurate information and reflects fair current market prices.
The present study has been conducted with the purpose of
analyzing theefficiency in the context of Indian stock market.
The objective is to analyze whether the prices in Indian stock
market follow random walk movement and also to evaluate
the efficiency of Bombay Stock Exchange on the basis of its
index known as SENSEX. Runs test and Serial Correlation
test have been used on the closing values of SENSEX for a
period of fiveyearsi.e. December 2007 to December 2012. The
results of Z test and t test help us conclude that BSE India is
an inefficient and behavioral market rather than a rational
one.

Keywords: Efficient Market Hypothesis, SENSEX, Runs
Test and Behavioral M arket.
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INTRODUCTION

Market Efficiency is the efficiency and ability of the
market to perform all the operations in an adequate
manner and to depict the information in a quick and
efficient manner. It is the analysis of the efficiency of
capitalmarkets. This looks at how fair are the current
market prices for an asset, given in the current
market situations. For example,ifmajor news breaks
out for a company, an analysis would occur on the
stock's price to see how it should be valued and
given in the news. Capital market efficiency
measures the extent of the accuracy of the stock's
price. Market Efficiency has been one of the
important aspects of capital markets and a keen
interest for the profitability of the investors as it
affects the extent to which the investors can earn
profits and can beat the market. On the basis of their
nature, there are two types of market efficiency:
informational and operational efficiency.
Informational efficiency deals with the ability of the
market to collect and depict the information in a
quick and efficient manner. Operational efficiency
states the capability of the market to perform the
routine operations efficiently as the market is
required to perform various operations like listing,
clearing and other trading operations.

According to Efficient Market Hypothesis markets
are rational and prices of stocks fully reflect all
available information. The securities prices quickly

Amity Business Review
Vol 15 No. 1, January - June, 2014

Relevance of Efficient Market Hypothesis with
Special Reference to BSE India

adjust to new information as readily that
information is available. But according to Behavioral
Finance this kind of efficient market cannot explain
the observed anomalies in Market anomalies, which
are the unusual occurrences or abnormality in
smooth patterns of the stock market. Different
researchers exhibited the existence of observed
anomalies with their evidences in different stock
exchanges of the world. But yet the evidences on
anomalies are debatable.

There are three major versions of the hypothesis:
Weak, Semi-Strong, and Strong. In weak form
of EMH, all the past information including past
prices and returns is already reflected in the current
prices of stocks. The assumption of weak form
is consistent with Random Walk Hypothesis i.c.
stock prices move randomly, and the price changes
are independent of each other. So if the weak
form holds, no one can predict the future on the
basis of past information. And no one can beat
the market by earning abnormal returns. Therefore,
the Technical (trend) Analysis, wherein the
analysts make the chart of past price movements of
stocks to accurately predict future price changes, is
ofno use. However, one can beat the market and get
abnormal returns on the basis of fundamental
analysis or on the basis of private information.

In the semi strong form, current stock prices reflect
all the publicly available information as well as the
past information. So no one can make extra profit on
the basis of fundamental analysis. However, one can
beatthe marketby insider trading.

In the strong form of market efficiency, all relevant
information including past, public and private
information isreflected in the current stock prices. So
if the strong form persists, then no one can beat the
market in any way, not even by insider trading. It is
clear that no market can attain full efficiency all the
time. Changes in the share prices are always possible
when they are caused by newly disclosed
information.
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REVIEW OF LITERATURE

The paper in hand tries to evaluate the efficiency of
Bombay Stock Exchange Limited commonly known
as BSE India established in 1875 which till now
enjoys a status of repute. There are various studies
which have been conducted on the various stock
marketsacross the globeto analyze the efficiency.

Asma & Keavin (2000) tested weak-form market
efficiency on Dhaka Stock Exchange. They took daily
price indices of all listed securities of DSE for period
from 1988 to 1997. The null hypothesis has been
rejected by the parametric tests such as Auto-
correlation, Auto-regression, and ARIMA model
and the study revealed that emerging markets such
as Dhaka Stock Exchange are weak-form efficient
and investors can generate excessive returns.

A number of studies conducted in India reveal
contradictory results. The study by Poshakwale
(1996) argued that the efficiency of the emerging
markets is of much greater importance. His study
provided empirical evidence on weak form
efficiency in Bombay Stock Exchange over a period
0f 1987-1994.The Serial Correlation Coefficients Test
and Runs test have been applied to the selected data.
The results concluded that the market is not weak
form efficient. On the other hand, Pant and Bishnoi
(2001) found that the Indian stock market was weak
form efficient using Dickey Fuller Test. The similar
results were achieved by Mall, Pradhan, and Mishra
(2011)whoused daily returns data from June 2000 to
May 2011 and found that the Indian stock market is
weak form efficient. Harper and Jin (2005) tried to
determine whether the Indian the stock market is an
efficient market and the stock returns followed a
random walk. They used autocorrelation, Box-Ljung
test statistics and the run test and concluded that the
Indian stock market was not efficient in the weak
form during the testing period. The stock prices did
not reflect all the information and abnormal returns
could be achieved by the investors exploiting the
market inefficiency. Gupta and Basu (2007)
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evaluated market efficiency in the Indian stock
market from 1991 to 2006. They used the Augmented
Dickey-fuller test, Phillip Perron, and KPSS
procedures to test for unit roots. The results
indicated that Indian Stock Markets do not follow a
random walk. Thomas and Kumar (2010) used the
runs test and Kolmogorov- Smirnov test and found
the similar results for daily returns in the Indian
Stock Market from 2004 to 2009. Mahindra and
Sharma (2009) tested the efficiency hypothesis of the
stock market by taking the data of various
companies like ACC, Bajaj, Bharti airtel, Dr.Reddy,
Grasim, HDFC, Hindalco, Maruti Suzuki etc.

In their study, Akber and Muhammad attempted to
seck evidence for weak-form of market efficiency for
KSE 100 Index. Index returns have been studied
from 1stJanuary, 1992 to 30th April,2013 using Non-
Parametric tests (Kolmogrov-Smirnov goodness of
fitness test, Runs test and Phillips-Perron test) and
Parametric tests (Auto-correlation test, Box-Pierce
(Q) statistic test, Ljung and Box (Q) Statistic test,
Augmented Dickey-fuller test, Dickey-fuller GLS
test, Jarque-Bera test, Kwiatkowski, Phillips,
Schmidt and Shin test, Auto-regression and ARIMA
model). The study concluded that KSE 100 Index has
found to be weak-form inefficient, but the last4 years
have shown some signs of efficiency. Companies
return series from KSE 30 Index are found to be more
random than companies return series from KSE100
Index.

Chung (2006) examined Efficient Market Hypothesis
on two major Chinese stock markets Shanghai and
Shenzhen for the period from 1992t0 2005. The study
used autocorrelation test, runs test, unit root test and
multiple variance ratio. The results revealed that the
two major Chinese stock markets are not weak-form
efficient markets.

Chakraborty (2006) analyzed the weak-form
efficiency of the Pakistani market using daily closing
prices for the period from January Ist 1996 to 31st
December 2000. Applying the serial correlation and
variance tests, the study rejected the random walk
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behavior in stock price movement and considered
the stock market inefficient. Rabbani et al. (2013)
analysed weak-form market efficiency hypothesis
emerging stock market Karachi stock exchange
Pakistan. Secondary data has been taken for twelve
years from January 1999 to December 2010 of KSE
100 Index. This time period is divided into four
groups including three years each. Weak-form
efficiency tests such as Augmented Dickey-fuller
test, Auto-correlation function test, Phillip Perron
testand Runs testare applied to analyze the data. All
these tests rejected efficient market hypothesis
(EMH) in its weak-form except Runs test , which
suggested weak-form market efficiency for two
groups of years 1999-2001 and 2005-2007.Overall
KSE of Pakistan is weak-form inefficient and
investors are compensated for taking augmented
risk.

Suleman et al. (2010) conducted a study to test the
weak-form market efficiency of the stock market
returns of Pakistan, India, Sri Lanka, China, Korea,
Hong Kong, Indonesia, Malaysia, Philippine,
Singapore, Thailand, Taiwan, Japan and Australia.
Monthly observations are taken for the period
January 2004 to December 2009. Autocorrelation,
Ljung-Box Q-statistic Test, Runs Test, Unit Root Test
and the Variance Ratio are used to test the
hypothesis that the stock market follows a random
walk. Monthly returns are not normally distributed,
because they are negatively skewed and leptokurtic.
In aggregate we concluded that the monthly prices
do not follows random walks in all the countries of
the Asian-Pacific region. The investors can take the
stream of benefits through arbitrage process from
profitable opportunities across these markets.

Khan et al. (2011) interpreted the theory and
evidence on market efficiency. The paper comprised
ofthe Analysis of BSE and N SE with the help of Run
Test. This paper tested the market efficiency of
Indian Capital Market in its weak form based on the
indices of two major stock exchanges of India viz;
National Stock Exchange (NSE) and Bombay Stock
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Exchange (BSE). The efficiency of the Indian capital
market is tested using the daily closing values of the
indices of NSEand BSE over the period often years.

Patel, Radadia and Dhawan (2012) investigated the
weak form of market efficiency of Asian four
selected stock markets. This paper took a daily
closing price of stock markets under the study ten
years and also divided full sample in three interval
periods, and applied various test The paper
concluded that BSE Sensex has given the highest
mean returns to the investor followed by SSE
Composite and Hangseng. This study considered
BSE Sensex as high risk markets as it reported the
highest Standard Deviation.

Nisar and Hanif (2012) examined the weak form of
efficient market hypothesis on the four major stock
exchanges of South Asia including, India, Pakistan,
Bangladesh and Sri Lanka. Historical index values
on a monthly, weekly and daily basis for a period of
14 Years (1997-2011) were used for analysis.
Applying runs test, serial correlation, unit root and
variance ratio test, findings suggested that none of
the four major stock markets of south-Asia follows
Random-walk and hence all these markets are not
the weak form ofefficient market.

The perusal of the literature reveals that till today,
EMH is considered as a puzzle as its relevance with
reference to the capital markets has not been studied
thoroughly. In order to analyze that perspective of
EMH, effort has been made by the presentstudy. The
usability of the parameters and the time period
considered can be taken as foundation factors for the
research gap between the studies which were
conducted earlier and the present study.

DATA AND METHODOLGY

The objective of the study is to analyze the efficiency
of BSE India on the basis of Runs test and Serial
Correlation Test on closing values of Sensex from
December 2007 to December 2012. Runs test is anon-
parametric test, which is used to test the randomness
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of the series which auto correlation fails to do. Runs
Test is a traditional method used in the Random
Walk model and ignores the properties of
distribution. It has been used to judge the
randomness in the behavior of Indian Stock market.
It determines whether successive price changes are
independent. In this test, actual number of runs is
compared with the expected number of runs. If the
actual number of runs is not significantly different
from the expected number of runs, then the price
changes are considered independent, and if this
difference is significant then the price changes are
considered dependent. The Runs test provides the
systematic interpretation to the movement of the
prices as it analyses the upswings and downswings
of the value. The expected number of runs can be
obtained by applying the following formula:

2 (nn2)
B = =
Where, E (1) = Expected number of runs.
n, = Number of positive runs.
n, = Number of negative runs.

The standard error of the expected number of runs
of all signs may be obtained as-

\/2n1n2 (2n1n2-n1-n2)
SE = (n14+n2)2 (nl+n2-1)

Where, S.E = Standard Error

Daily closing values of Sensex for a period of five
years from December 2007 to December 2012 have
beenused. Considering the movements in the prices,
runs are calculated. The number of positive and
negative runs is calculated which further serves as
the basis for calculating the mean of runs. Then the
standard error of the runs distribution is found. In
order to find out the limitrange which can be used to
determine the efficiency and inefficiency of the
market, t-test, Z test or F test has been applied. If the
number of total runs lies in the range given by the
test, market is said to be in weak form of efficiency
and if it lies outside of the range, it is said to be
inefficient.
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Table 4.1 Runs taken by BSE SENSEX from December 2007 to December 2012

Month Positive Negative Number of Month Positive Negative Number of
Runs (N1) Runs (N2) Runs (N orr) Runs (N1) Runs (N2) Runs (N orr)
Dec-07 3 4 7 Jul-10 6 7 13
Jan-08 5 10 Aug-10 14
Feb-08 5 4 9 Sep-10 4 4 8
Mar-08 4 4 8 Oct-10 7 7 14
Apr-08 4 4 8 Nov-10 6 6 12
May-08 5 5 10 Dec-10 6 5 11
Jun-08 4 4 8 Jan-11 4 4 8
Jul-08 5 6 11 Feb-11 4 5 9
Aug-08 5 4 9 Mar-11 5 4 9
Sep-08 4 5 9 Apr-11 3 3 6
Oct-08 3 3 6 May-11 5 7 12
Nov-08 3 4 7 Month Positive Runs | Negative Runs | Number of Runs
Dec-08 5 6 11 () (N2) (Norr)
Month Positive Runs | Negative Runs | Number of Runs Jun-11 > 4 )
(N1) (N2) (Norr) Jul-11 5 11
Jan-09 6 5 11 Aug-11 4 4 8
Feb-09 10 Sep-11 6 5 11
Mar-09 5 6 11 Oct-11 5 5 10
Apr-09 3 3 6 Nov-11 4 5 9
May-09 5 5 10 Dec-11 5 5 10
Jun-09 7 7 14 Jan-12 5 5 10
Jul-09 5 5 10 Feb-12 5 4 9
Aug-09 6 5 11 Mar-12 5 6 11
Sep-09 3 4 7 Apr-12 6 5 11
Oct-09 6 5 11 May-12 5 6 11
Nov-09 5 6 11 Jun-12 5 4 9
Dec-09 7 6 13 Jul-12 4 5 9
Jan-10 4 3 7 Aug-12 6 5 11
Feb-10 5 6 11 Sep-12 4 5 9
Mar-10 5 4 9 Oct-12 7 7 14
Apr-10 4 4 8 Nov-12 4 3 7
May-10 6 6 12 Dec-12 5 6 11
Jun-10 6 6 12 Total 300 303 603

a AMITY

3/ BUSINESS SCHOOL

172

Amity Business Review
Vol 15 No. 1, January - June, 2014

Relevance of Efficient Market Hypothesis with
Special Reference to BSE India

Analysis by Run Test:

Total number of Runs (r): 603
Number of Positive Runs (n1): 300
Number of Negative Runs (n2): 303
Mean (ur)

2(n,n,)
E(r) =
n,+n,+1

2(300) (303)
603+1
=301.49 + 1= 302.49
And Standard Error (or)

J 21’11112 (21111‘12-111-1]2)

(n1+n2)2 (n1+nz'1)

= 2(300) (303) (2 (300) (303) 603
(603 (603-1) =  150.49

Standard Error (or)=  /150.49

To test the randomness of the prices, a two tail test

=12.267

hasbeen used as:

Null Hypothesis (H,): Market is operating in weak
form ofefficiency

Alternate Hypothesis (H,): Market is Inefficient

CalculationofLimits usingt Stat:

Test at 5% significance level or at a = 0.05, using t-
tableat 10degrees of freedom

The Lower Limit: u(r)-t*or
302.49 2.228(12.267)=275.15
The Upper Limit: p(r)+t*or

302.49+2.228(12.267)=329.82

Thusthelimitrange comesouttobe:275.15t0329.82.
As observed, the value of r or N= 603, does not lie in
these limits,sonullhypothesisisrejected.

Calculationof Limits using Z Stat :
Test at 5% Significance Level or at a = 0.05, using Z
table where the Value of Z statistic is = 1.96 in Two
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Tail Test:
The Lower Limit: u(r)-Z*or

302.49 1.96(12.267)=280.26
The Upper Limit: u(r)+Z*or

302.49+1.96(12.267)=324.71

Thus the Limit Range comes out to be: 280.26 to
324.71. As observed the Value of r or N= 603, does
not liein these limits, so Null Hypothesis is Rejected.

The market efficiency on the basis of run test has
been analyzed using Z and t test, using five years
dataranging from December 2007 to December 2012.
Analysis reveals the null hypothesis was rejected
which leads to the acceptance of the alternate
hypothesis that market is inefficient. The analysis of
the market efficiency using Z test presented the same
results when the two tailed test was applied to the
runs of Sensex.

Serial Correlation Test

In Serial Correlation test two series of prices is taken
to identify the degree of association between the
prices at different points of time. As for the existence
of efficiency, the correlation (r) between the prices
should be zero. If r is zero, it depicts the absence of
association in prices, indicating that prices are
moving in an independent manner. Thus it provides
the evidence that market is operating in Weak Form
of Efficiency. In this test, Karl Pearson's Coefficient
of Correlation was found between two price chains
byusingthe formulaas:

N(Zxy)-(Ex)(Zy)

.
J INEX-(E)] [N Zy - (Zy)]

Correlation Analysis between closing
values 0f2009and 2010:

In the efficient market, there should be no correlation
between the price movements of different time
periods. In this it has been analyzed by taking
different price series at different points oftime.
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Table 2 Closing values of 2009 and 2010 Table 3 Closing values of 2010 and 2011
Date Close Value Date Close Value Date Close Value Date Close Value
01-01-2009 9,903.46 04-01-2010 17,558.73 04-01-2010 17,558.73 03-01-2011 20,561.05
02-01-2009 9,958.22 05-01-2010 17,686.24 05-01-2010 17,686.24 04-01-2011 20,498.72
05-01-2009 10,275.60 06-01-2010 17,701.13 06-01-2010 17,701.13 05-01-2011 20,301.10
06-01-2009 10,335.93 07-01-2010 17,615.72 07-01-2010 17,615.72 06-01-2011 20,184.74
07-01-2009 9,586.88 08-01-2010 17,540.29 08-01-2010 17,540.29 07-01-2011 19,691.81
09-01-2009 9,406.47 11-01-2010 17,526.71 11-01-2010 17,526.71 10-01-2011 19,224.12
12-01-2009 9,110.05 12-01-2010 17,422.51 12-01-2010 17,422.51 11-01-2011 19,196.34
13-01-2009 9,071.36 13-01-2010 17,509.80 13-01-2010 17,509.80 12-01-2011 19,534.10
14-01-2009 9,370.49 14-01-2010 17,584.87 14-01-2010 17,584.87 13-01-2011 19,182.82
15-01-2009 9,046.74 15-01-2010 17,554.30 15-01-2010 17,554.30 14-01-2011 18,860.44

Source: htto/www/bseindia.com/
Coefficient of Correlation (r) = 0.768843

Table 2reveals that in the price series of January 2009
and January 2010, there exists a positive correlation
between the prices of different time periods. Thus
market is inefficient as association between the
prices indicates the non randomness in the
movementofthe prices.

Correlation Analysis between values of
2010and 2011

Table 3 indicates that in the price series of January
2010 and January 2011, there exists a positive
correlation between the prices of different time
periods. Thus market is inefficient as association
between the prices indicates the non randomness in
themovement ofthe prices.

CONCLUSIONS OF THESTUDY

The theoretical and empirical studies of the efficient
market hypothesis have made an important
contribution to the understanding of the stock
market, although the present state of understanding
of the issue, especially in the emerging financial
markets, is far from being conclusive. The present
studyused runstestto analyze whether the market is
operating in the weak form of efficiency or not. The
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Source: htto/www/bseindia.com/
Coefficient of Correlation(r) = 0.639683

results of the present study show that there is an
association between the prices which indicate that
the prices are not moving randomly, hence the
market is inefficient which suggests that the
investors can earn abnormal profits by following
certain strategies on the basis ofthe movement ofthe
market.
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The Impact of E-Marketing on
E-Buyer Behaviour

Author: Dr. Bijal Zaveri Amin

Publisher: Biztantra, Delhi,
ISBN-9789350043202,
Pages- 368, One CD

With the rapid growth of science
and technology, internet in
laptops and mobile phones is
being used increasingly even by
the middle class households. The
life of people has become tedious,
occupied and busy, that one often
finds difficult to spend quality
time at the market place. E-
marketing has become a boon in
the modern times giving the
customer ample opportunities to
know about the products,
services and their quality and
cost. It gives the customer ample
choice to decide what he wants
without bothering unnecessarily
and haggling about the cost ofthe
product.
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E-marketing has opened flood
gates of meaningful and
attractive advertisements which
attracts the customer, entice
him to procure the product,
and reaches his home at the
earliest possible time.

The book is divided into
two parts. In part one there
are following six chapters;
'Marketing perspective in the
internet age: E-marketing',
‘E-marketing-mix: marketing
mix in internet era', 'The e-
consumer perspective: typology
ofe-buyers and adoption process
in electronic environment', 'E-
buyer behaviour in electronic
environment', 'E-buying and
online customer experience &
CRM', 'E-branding: Branding in
electronic era'. In part two, the
author has given six case studies
on e-marketing which makes
the book more precious. The
author has covered various
aspects on e-marketing by
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adopting interdisciplinary
approach.

There is a flood of books and
published material on e-
marketing today. This opens a
plethora of choices before the
customers in deciding about the
products and its quality. The
media is constantly hammering
upon his choice to buy the
product on certain initial
discounts also. The book is of
immense value not only to the
students and teachers of e-
marketing but also to those high
profile multinationals and
institutions who should also
know thetheory and practice ofe-
marketing and how to seek new
customers and promote buyer's
behaviour to suit their interest.

Manoj Kumar
ITS, Mohan Nagar,
Ghaziabad, Uttar Pradesh
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Corporate Finance: A Focused
Approach

Author:Michael C. Ehrhardt
Eugene F. Bringham

Publisher: Cengage Learning
ISBN: 10! 81-315-0414-X

ISBN: 13! 978-81-315-0414-7

The world today recognizes.
the relevance of financial theory
and applications which have
dramatically expanded during
the last decade. This book
combines theory with the
practical applications. An
understanding of the theory of
Finance along with a good
working knowledge of financial
environment is essential if
people are to develop and
implement effective financial
strategies. This book is written by
Michael C. Ehrhardt who is
currently teaching at university
of Tennessee, and Eugene F.
Bringham, who is a renowned
faculty at the University of
Florida. Eugene F. Bringham is a
powerful critique of Corporate
Finance strategies.

This book is a master piece
where in the author presents the
counter agreement towards the
policy of Good Financial
Management. Finance, in real
sense, is the cornerstone of the

free enterprise system. Good
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Financial Management is
therefore not only vital for the
economic health of the business
firms, but also to the nation
and the world. Because of
its importance, corporate
Finance should be thoroughly
understood. However, this is
easier said than done since the
field is relatively complex, and it
isundergoing constant change in
response to the shifts in economic
scenarios. The constantly
changing dynamics makes
corporate finance not only
stimulating and exciting, but also
challenging and sometimes
perplexing. The author sincerely
hopes that 'Corporate Finance: A
focused approach' will help
readers comprehend and solve
the financial problems faced by

business today.

This book consists of seventeen
chapters. The early coverage of
risk analysis, discounted Cash
flow techniques and Valuations
permits us to use and reinforce
these concepts throughout the
book. Chapter 3 which
introduces risk, return and the
CAPM also demonstrates how
beta is calculated for an actual
company. Chapter7 covers the
basic capital budgeting
techniques, with an emphasis on
spreadsheet Analysis. Chapter 13

blends capital structure theory
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and application. Drawing on
both the corporate valuation
model in chapterl2 and the
Hamada model, the chapter
analyses the impacts of changes

in the capital structure.

This book has major themes
where in the author discusses
how the manager should strive to
maximise shareholders' value,
which requires a focus on cash
flow. The book emphasizes on a
chapter that ties together free
Cash flow, corporate valuation,
value based management,
corporate governance and in
centre compensation. Each
chapter has a mini case that

coversallthe essentialissues.

The book is well structured and it
gives the basic background
information and essential
concept including the economic
and financial environment, the
time value of money, the
relationship between risk and
return, and stock and band
valuation. With this background,
a reader can understand the
specific techniques, decisions,
rules and financial policies that
are used to help maximize the

value ofthe firm.

Poonam Gupta
ITS, Mohan Nagar
Ghaziabad, Uttar Pradesh
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Management Information
Systems

Author: Sahil Raj

Publishers: Pearson
Publications

ISBN No:9789332502550

Pages-398(406 including index)

The script of the book is well
crafted, sorted out and executed
properly. The writing style
is quite lucid, giving clarity
to the reader about the topic
mentioned. There exists complete
flow in the concepts with well
defined cases and live examples.
The summary at the end of
every chapter is quite helpful for
better understanding of the
whole concept. The author has
focused on the interdisciplinary
approach and has co-related a
single concept with many live
examples. The overall script is
welldrafted. The book is focusing
on budding managers to get a
better idea of the various aspects
of Management Information
System.

Table of contents:

The book is divided into 15
chapters where each chapter is
well connected to other chapters.
In chapter 1 the whole focus
is to put across concepts of
MIS (Business information
system) and its characteristics as
well. Chapter 2 emphasizes on
the relevance of functional
information systems. It talks
about the inter-organizational
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dependencies and how processes
are carried out to accomplish the
job within an organization.
Chapter 3 focuses on the strategic
planning by top management
using DSS as a tool to make the
decisions. Chapter 4 emphasizes
on how organizations can
integrate its business processes
using IT tools and technologies.
It also introduces ERP software
as a collaborative tool. Chapter
5 further elaborates on the
key application areas of an
information system. The book
is explaining all the critical
aspects of hardware and
software related to MIS. It talks
about the network, protocol and
architecture. It gives detailed
account of the identification,
feasibility, and planning issues
related to MIS. Chapter 9 gives
in detail about the system
analysis and development which
is another aspects related to
information systems. Chapter 10
deals with the analysis part of the
software and it also elucidates the
various concepts related to
requirement analysis for an MIS.
Chapter 11 deals with the
modeling tools like decision flow
diagram, data dictionary etc.
Chapter 12 provides a detailed
description of various CASE
tools. Chapter 13 and 14
emphasizes on the practical
aspects of development of IT
projects. Chapter 15 deals with
the understanding of various IT
Tools and it gives hands on
experience to the beginners to
adapt the IT Ever-changing
environment.
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Summary

Information technology is
dominating the business world.
It is giving ed ge for corporates to
survive and compete in the
globalized environment The
book elaborates on the functions
and sub functions of Information
systems and its role in today's
business. The concepts have been
well explained with the help of
sufficient number of examples,
caselets, tables & figures. The
book provides an in-depth
coverage of technological
concepts, products, and solutions
being currently applied to the
contemporary business. It covers
all the latest tools and
technologies used in IT. With the
problem solving approach and
user friendly presentation, the
book 1is useful for budding
managers to master the concepts
ofInformation Technology and to
know how it can be used
effectively and timely to have a
profitable business .This book is
giving insight into various
challenges and realities of
implementing IT solutions as
well, which is a learning to the
students, researchers and IT
professionals.

Anita Venaik
Amity Business School, Noida,
Amity University, Uttar Pradesh
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