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ABSTRACT

This study investigates the impact of artificial intelligence (AI) on decision-making, laziness, and privacy concerns among university students of Delhi NCR (India) and Fujairah (UAE). As AI technologies are increasingly adopted in various sectors, including education, to tackle contemporary challenges, there is a growing investment in AI, projected to reach USD 253.82 million between 2021 and 2025. However, while researchers and institutions worldwide praise the positive role of AI, this study sheds light on the concerns associated with its implementation.

This study utilizes a qualitative methodology employing PLS-Smart for data analysis. The primary data was collected from 315 students representing various universities in Delhi NCR (India) and Fujairah (UAE). The sample was drawn using purposive sampling techniques from the population. The findings of the data analysis demonstrate that artificial intelligence (AI) has a significant impact on human decision-making, laziness, and security and privacy concerns. The results indicate that 68.9% of human laziness, 68.6% of personal privacy and security issues, and 27.7% of the loss of decision-making can be attributed to the influence of AI in Delhi and Fujairah. Notably, human laziness emerges as the most affected area due to artificial intelligence.
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Artificial intelligence (AI) is a vast and rapidly evolving technology that has found extensive application in the education sector (Nemorin et al., 2022). Various types of AI technologies are utilized in education, including Plagiarism Detection, Exam Integrity (Ade-Ibijola et al., 2022), Chatbots for Enrollment and Retention (Nakitare and Otike, 2022), Learning Management Systems, Transcription of Faculty Lectures, Enhanced Online Discussion Boards, Analyzing Student Success Metrics, and Academic Research (Nakitare and Otike, 2022). In recent times, Education Technology (EdTech) companies have started employing emotional AI to assess social and emotional learning (McStay, 2020). The collective term "emotional AI" encompasses artificial intelligence, affective computing methods, and machine learning (AI).

It is critical to understand the meaning of "ethics" in the context of AI and education. Furthermore, it is critical to identify the potential unintended consequences of using AI in education, as well as the key concerns about AI’s role in education and other pertinent factors. In general, ethical issues and concerns about AI include the cost of innovation, consent issues, misuse of personal data, criminal and malicious exploitation, loss of freedom and autonomy, and the diminished role of humans in decision-making (Stahl B.
Nonetheless, technology improves organizational information security (Ahmad et al., 2021), competitive advantage (Sayed and Muhammad, 2015), and customer interactions (Rasheed et al., 2015). Researchers are concerned that by the year 2030, the AI revolution will primarily focus on enhancing benefits and social control; however, it will also give rise to ethical concerns, without a consensus among them. There exists a distinct division regarding the positive impact of AI on human life and its moral implications (Rainie et al., 2021).

First and foremost, it is essential to develop AI technology for education in a manner that does not give rise to ethical issues or concerns (Ayling and Chapman, 2022). The heightened expectations surrounding AI have generated global interest and concern, resulting in the formulation of over 400 policy documents on responsible AI. Extensive discussions on ethical matters serve as valuable groundwork, equipping researchers, managers, policymakers, and educators to engage in constructive dialogues that will ultimately provide clear recommendations for the creation of reliable, safe, and trustworthy systems that can achieve commercial success (Landwehr, 2015). However, the question remains: is it feasible to develop AI technology for education that will never give rise to ethical concerns? It is plausible that the developer or manufacturer of AI technology in education may have ulterior motives or seek dishonest gain from its application.

AI technology raises numerous concerns, as highlighted by Stahl (2021a, 2021b), and the education sector is not exempt from facing its own set of challenges (Hax, 2018). While not all issues directly impact education and learning, the majority have either a direct or indirect influence on the educational process (Ansi 2023). Consequently, determining whether AI has a positive ethical impact on education, a negative one, or falls somewhere in between proves to be a difficult task. The ongoing debate surrounding the ethical concerns of AI technology will persist on a case-by-case basis and within specific contexts (Petousi and Sifaki, 2020).

This research specifically focuses on three moral fears associated with AI in education:

1. **Data Security and Privacy**: AI-powered educational systems often collect and analyze large amounts of student data. Concerns arise regarding the security and privacy of this data, especially if it is mishandled, misused, or falls into the wrong hands.

2. **Erosion of human decision-making**: The increasing reliance on AI in education raises concerns about the potential loss of essential human skills, such as critical thinking, problem-solving, creativity, and social interaction. Overdependence on AI tools may hinder the development of these skills in students.

3. **Encouraging human passivity and laziness**: One of the moral fears associated with AI in education is the concern that it may encourage human passivity and laziness. This fear arises from the idea that when students rely heavily on AI-powered tools or virtual assistants to perform tasks or provide information, they may become passive learners, relying on technology rather than actively engaging in the learning process. This can lead to a decrease in critical thinking skills, motivation, and independent learning abilities.

While there are indeed other concerns regarding AI in education, these three stand out as the most prevalent and challenging in the present era. Furthermore, due to the limitations of this study, it is not feasible for researchers to expand their investigation beyond the defined scope.

**RESEARCH GAP**: While there is a growing body of literature exploring the effects of Artificial Intelligence (AI)-powered virtual assistants on human productivity and laziness, there remains a research gap in understanding these effects specifically among students in the regions of Delhi-NCR, India, and Fujairah, UAE. The literature on the ethics of AI makes it clear that alongside its significant advantages, the development of AI also presents various challenges concerning moral values, behavior, trust, privacy, and more. The education sector encounters numerous ethical dilemmas when implementing or utilizing AI, and researchers are actively investigating this area. In the context of AI in education, it is useful to divide the discussion into three levels: the technology itself, including its
manufacturers and developers; the impact on teachers; and the consequences for learners or students.

This study aims to provide valuable insights into the specific effects of AI-powered virtual assistants on student productivity and laziness in Delhi-NCR, India, and Fujairah, UAE. The research will consider cultural and educational factors that may influence the impact of these virtual assistants and shed light on potential differences between the two regions. The findings will contribute to the existing knowledge on AI in education and provide actionable recommendations for educators, policymakers, and stakeholders in both regions to enhance the integration and utilization of AI-powered virtual assistants in a way that maximizes productivity and minimizes potential negative effects on student motivation and engagement.

THEORETICAL DISCUSSION
The impact of AI on various sectors, including education, cannot be overlooked, and it is evident that it requires time to mature and unfold (Leeming, 2021). From telecommunications to healthcare and education, technology, including AI, plays a significant role in supporting and benefiting humanity (Stahl A., 2021a, 2021b). Its importance and wide-ranging applications provide a strong rationale for its existence and continued development. Among the crucial technological advancements, artificial intelligence (AI) stands out (Ross, 2021). AI finds its applications in several domains, including education, where it facilitates tutoring, educational support, feedback mechanisms, social robots, admissions, grading, analytics, trial and error, virtual reality, and more (Tahiru, 2021).

AI is based on computer programming and computational methodologies, but there are concerns about the data analysis, interpretation, sharing, and processing processes (Holmes et al., 2019). Concerns have also been raised about minimizing biases that may harm student rights, as design biases are thought to accumulate with time, as well as addressing concerns of gender, ethnicity, age, wealth inequality, social standing, and other variables (Tarran, 2018). AI in education, like any other technology, confronts issues that must be addressed. This study focuses on the ethical considerations linked with AI in education, such as privacy concerns, data access, moral obligations, and student records, among other things (Petousi and Sifaki, 2020). Furthermore, the hazards of data hacking and manipulation pose threats to personal privacy and control, emphasizing the importance of clear ethical guidelines (Fjelland, 2020).

Security and Privacy Issues; Stephen Hawking once expressed that the creation of AI would be an immensely impactful event in human history. However, he also warned that it could potentially be our last achievement unless we learn to navigate its risks. Among the prominent concerns associated with AI and learning, security stands out as a major issue (Köbis and Mehner, 2021). The topic of trustworthy artificial intelligence (AI) in education has garnered significant attention, as researchers and experts delve into its promises and challenges (Petousi and Sifaki, 2020; Owoc et al., 2021). Nowadays, numerous educational institutions rely on AI technology in the learning process, making it a subject of extensive research and interest.

Many researchers concur that AI makes substantial contributions to e-learning and education (Nawaz et al., 2020; Ahmed and Nashat, 2020). This claim has been particularly evident during the recent COVID-19 pandemic, as the reliance on AI and machine learning became more pronounced (Torda, 2020; Cavus et al., 2021). However, along with its benefits, AI and machine learning have also brought forth numerous concerns and challenges for the education sector, with security and privacy being the most significant among them.

The utilization of AI in education systems poses a considerable risk and ethical concern in terms of digital security, as malicious actors may hack machines and exploit the obtained data for illicit purposes (Venema, 2021). Our safety and privacy are thereby compromised (Sutton et al., 2018), leading to the pressing question of whether our privacy can truly be safeguarded and when AI systems will be capable of ensuring the preservation of our confidentiality. The answer to this question lies beyond current human knowledge (Kirm, 2007).
Human interactions with AI are steadily increasing, with the integration of various AI applications such as robots and chatbots into e-learning and education. While these AI systems may acquire human-like behaviors over time, certain aspects such as self-awareness and consciousness will likely remain elusive. AI still heavily relies on data for learning patterns and making decisions, which perpetuates privacy concerns (Mhlanga, 2021). On one hand, it is evident that AI systems intersect with various human rights issues, which necessitate case-by-case evaluation. The complex implications of AI on human rights are intertwined with existing societal conditions rather than being implemented on a blank slate. Among the multitude of human rights protected by international law, privacy is particularly impacted by AI (Levin, 2018).

Based on the review, we propose the following hypothesis:

**H1: Artificial intelligence significantly impacts security and privacy issues.**

**Encouraging Human Passivity and Laziness**

AI is a transformative technology that has a profound impact on Industry 4.0, revolutionizing various aspects of human life and society (Jones, 2014). The increasing role of AI in organizations and individuals has raised concerns among prominent figures like Elon Musk and Stephen Hawking. They express apprehension about the possibility that once AI reaches an advanced level, it may become uncontrollable for humans (Clark et al., 2018). It is alarming to note that research in the field has grown eightfold compared to other sectors. Many companies and nations are heavily investing in the development and expansion of AI technologies, skills, and education (Oh et al., 2017). However, the primary concern surrounding the adoption of AI lies in the intricate balance it creates between the role of AI in sustainable value creation and the minimization of human control (Noema, 2021).

AI is progressively diminishing our autonomous role, supplanting our choices with its own, and fostering laziness across various aspects of life (Danaher, 2018). It is argued that AI undermines human autonomy and responsibilities, which subsequently has a detrimental effect on happiness and fulfillment (C. Eric, 2019). This impact is not limited to a specific group or domain but extends to the education sector as well. Teachers and students may rely on AI applications to complete tasks or assignments, potentially leading to a situation where work is performed automatically. Gradually, an addiction to AI usage may foster laziness and contribute to future challenges. In summary, we propose the following hypothesis:

**H2: Artificial intelligence has a significant impact on human laziness.**

**Erosion of Human Decision-Making**

Technology plays a crucial role in decision-making by enabling humans to utilize information and knowledge effectively for organizational advancements and innovations (Ahmad, 2019). As humans generate vast volumes of data, firms are adopting AI to streamline their management, which, in turn, reduces human involvement in data utilization. Humans may perceive benefits and time savings by leveraging AI in decision-making, but it gradually impairs their cognitive abilities by overshadowing their cognitive capabilities (Jarrahi, 2018).

While AI technologies and applications undoubtedly offer numerous benefits, they also have significant negative consequences, one of which is the limitation of human involvement in decision-making processes. Over time, AI progressively restricts and replaces the human role in decision-making. Fundamental human mental capacities such as intuitive analysis, critical thinking, and creative problem-solving become marginalized in the decision-making process (Ghosh et al., 2019). Consequently, this can lead to the erosion of these skills, as the saying goes, "use it or lose it." The rapid adoption of AI technology is evident in strategic decision-making processes, where its usage has surged from 10% to 80% within five years (Sebastian and Sebastian, 2021). Similarly, when it comes to student records and data analysis, the decisions made by the system, either due to trust or the convenience of task automation, determine the outcome. In almost every aspect, teachers and other personnel experience a decline in cognitive abilities when making academic or administrative decisions. Their reliance on AI systems within educational institutions grows daily.
To summarize the review, AI automation in educational organizations leads to the streamlining of operations and reduces staff participation in various tasks and decision-making. Teachers and administrative staff find themselves at the mercy of AI systems, as machines perform many of their functions. Consequently, they lose proficiency in traditional tasks within an educational setting and, consequently, the reasoning capabilities associated with decision-making.

H3: Artificial intelligence significantly impacts the loss of human decision-making.

METHODOLOGY
Research Design
The research philosophy pertains to the set of beliefs and assumptions that guide knowledge development. It encompasses the researcher’s approach and expertise in a specific field. In this study, a positivist philosophy of analysis is employed. Positivism emphasizes the study of observable social reality and the formulation of laws and generalizations based on empirical evidence. This philosophy utilizes existing theories to develop hypotheses for the study. Moreover, it is chosen for this research as it deals with measurable and quantifiable data. The quantitative method is employed for data collection and analysis in this study. The quantitative approach focuses on numerical data, providing a systematic means of assessing occurrences and their relationships. Additionally, the author ensured data rigor by evaluating the validity and reliability of measurement tools during the research process. The primary approach is adopted as the data collected for this study is first-hand, obtained directly from the respondents.

Sample and Sampling Techniques:
Sample and Sampling Techniques were utilized in this study to collect primary data. The purposive sampling technique was specifically employed. This technique involves targeting a small number of participants whose feedback is representative of the entire population (Davies and Hughes, 2014). Purposive sampling is a recognized non-probabilistic sampling technique in which participants are selected based on the study’s specific objectives. The respondents in this study consisted of students from various universities in Delhi NCR (India) and Fujairah (UAE). In adherence to ethical guidelines, consent was obtained from the participants before they were invited to complete a questionnaire. The study had a total of 285 participants. Data collection took place over a period of approximately two months, from July 4, 2022, to August 31, 2022.

Reliability and Validity of the Data:
Reliability and validity assessment ensure the quality and integrity of the instrument and survey data for further analysis. In structural equation modelling, two tools are utilized to measure reliability: item reliability and construct reliability. Item reliability is evaluated by examining the outer loading of each item, with a threshold value of 0.706. In certain cases, an outer loading of 0.5 can be considered acceptable if it does not violate the basic assumption of convergent validity (Hair and Alamer, 2022). Cronbach's Alpha and composite reliability are commonly used tools to assess construct reliability, with a threshold value of 0.7 (Hair Jr et al., 2021).

Table 1 demonstrates that all items within each construct have outer loading values exceeding 0.7, except for one item in the artificial intelligence construct and one item in the decision-making construct, which are below 0.7 but above the minimum threshold of 0.4. Additionally, both constructs have favourable Average Variance Extracted (AVE) values. The reliability measures, Cronbach's alpha and composite reliability, for each construct are also above 0.7, indicating the establishment of both item and construct reliability.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Items</th>
<th>Loadings</th>
<th>Cronbach alpha</th>
<th>Composite reliability</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>A1</td>
<td>0.752</td>
<td>0.732</td>
<td>0.912</td>
<td>0.569</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>0.721</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>0.778</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A5</td>
<td>0.732</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision-Making</td>
<td>DM1</td>
<td>0.767</td>
<td>0.722</td>
<td>0.803</td>
<td>0.521</td>
</tr>
<tr>
<td></td>
<td>DM2</td>
<td>0.758</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DM4</td>
<td>0.621</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safety &amp; Privacy</td>
<td>SP1</td>
<td>0.756</td>
<td>0.758</td>
<td>0.870</td>
<td>0.521</td>
</tr>
<tr>
<td></td>
<td>SP3</td>
<td>0.821</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human Laziness</td>
<td>HL1</td>
<td>0.621</td>
<td>0.911</td>
<td>0.711</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HL2</td>
<td>0.432</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HL3</td>
<td>0.642</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HL4</td>
<td>0.642</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To assess data validity, two measures are employed: convergent validity and discriminant validity. Convergent validity is evaluated using AVE values, with a threshold of 0.5 (Hair and Alamer, 2022). Based on the reliability and validity table, all constructs have AVE values exceeding 0.5, indicating convergent validity.

Discriminant validity is assessed using three measures in Smart-PLS: The Farnell Larker criteria, HTMT ratios, and the cross-loadings of items. The Farnell Larker criteria require diagonal values to be greater than the corresponding values of rows and columns. Table 4 reveals that all diagonal values of the square root of the AVE satisfy this criterion. The HTMT values should be equal to or less than 0.85 (Joe F. Hair Jr et al., 2020), and Table 2 indicates that all values are below this threshold. Moreover, self-loading values should be greater than cross-loading values for discriminant validity. Table 6 demonstrates that all self-loadings exceed the cross-loadings. These three measures collectively confirm the discriminant validity of the data.

Table 2: HTMT values

<table>
<thead>
<tr>
<th></th>
<th>Artificial intelligence</th>
<th>Decision making</th>
<th>Human laziness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision making</td>
<td>0.311</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human laziness</td>
<td>0.787</td>
<td>0.338</td>
<td></td>
</tr>
<tr>
<td>Safety &amp; privacy</td>
<td>0.831</td>
<td>0.309</td>
<td>0.596</td>
</tr>
</tbody>
</table>

Results and Discussion
Demographic profile of the respondents
Table 3 displays the demographic characteristics of the respondents, consisting of 315 participants. Among them, 164 individuals (52.1%) identify as male, while 151 (47.9%) identify as female. The data was collected from various universities in Delhi and Fujairah. The table reveals that 173 students (54.9%) are from Delhi, whereas 142 (45.1%) are from Fujairah.

Regarding age distribution, the students are categorized into three groups: <20 years, 20–25 years, and 26 years and above. Most students, 134 (47.1%), fall into the 20–25 years age group, while 71 students (22.3%) are below 20 years old, and 110 students (38.6%) are 26 years and above.

The final section of the table presents the academic programs of the students. It indicates that 164 students (52.2%) are pursuing undergraduate studies, 106 students (41.8%) are enrolled in graduate programs, and 45 students (14%) are pursuing post-graduate studies.

Table 3: Demographic distribution of respondents

<table>
<thead>
<tr>
<th></th>
<th>No.</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>164</td>
<td>52.1</td>
</tr>
<tr>
<td>Female</td>
<td>151</td>
<td>47.9</td>
</tr>
<tr>
<td>Total</td>
<td>315</td>
<td>100</td>
</tr>
<tr>
<td>Cities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delhi</td>
<td>173</td>
<td>54.9</td>
</tr>
<tr>
<td>Fujairah</td>
<td>142</td>
<td>45.1</td>
</tr>
<tr>
<td>Total</td>
<td>315</td>
<td>100</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20 years</td>
<td>71</td>
<td>22.3</td>
</tr>
<tr>
<td>20–25 years</td>
<td>134</td>
<td>47.1</td>
</tr>
<tr>
<td>26 years and above</td>
<td>110</td>
<td>38.6</td>
</tr>
<tr>
<td>Total</td>
<td>315</td>
<td>100</td>
</tr>
<tr>
<td>Program of study</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>164</td>
<td>52.2</td>
</tr>
<tr>
<td>Graduate</td>
<td>106</td>
<td>41.8</td>
</tr>
<tr>
<td>Post-Graduate</td>
<td>45</td>
<td>14.0</td>
</tr>
<tr>
<td>Total</td>
<td>315</td>
<td>100</td>
</tr>
</tbody>
</table>

The above is the demographic distribution of the data collected by students from different Delhi and Fujairah universities.

Structural model. The structural model explains the relationships among study variables. The proposed structural model is exhibited in Fig. 1.

Regression analysis: Table 4 presents the results of the regression analysis, indicating the direct relationships within the model.
The first direct relationship is between artificial intelligence and the loss in human decision-making, with a beta value of 0.256. This means that a one-unit increase in artificial intelligence results in a 0.256-unit decrease in human decision-making among university students in Delhi and Fujairah. The t-value for this relationship is 5.056, exceeding the threshold value of 1.89, and the p-value is 0.000, which is less than 0.05, indicating statistical significance.

The second relationship is between artificial intelligence and human laziness. The beta value for this relationship is 0.689, indicating that a one-unit increase in artificial intelligence leads to a 0.689-unit increase in laziness among students from universities in Delhi and Fujairah. The t-value for this relationship is 23.275, surpassing the threshold value of 1.89, and the p-value is 0.000, lower than 0.05, demonstrating statistical significance.

The third and final relationship is from artificial intelligence to the security and privacy issues of Delhi and Fujairah University students. The beta value for this relationship is 0.680, suggesting that a one-unit increase in artificial intelligence results in a 0.656-unit increase in security and privacy issues. The t-value for this relationship is 17.169, exceeding the threshold value of 1.89, and the p-value is 0.000, smaller than 0.05, indicating statistical significance.

Managerial Implications: Individuals participating in the development and deployment of AI technology in education must carefully weigh the advantages and disadvantages of its use. It is critical to establish a balance between the benefits of AI, such as enhanced efficiency and effectiveness, and the possible obstacles associated with issues such as laziness, decision-making, and privacy and security concerns. In doing so, it is critical to safeguard and foster human creativity and intuition.

A fundamental part of management accountability is ensuring that AI systems are created transparently and ethically. To avoid opacity and potential biases, the inner workings of AI algorithms and decision-making processes should be made plain and intelligible. Furthermore, ethical considerations should drive the design and implementation of AI in education to safeguard the rights and privacy of individuals involved.

AI technology should be viewed by educational organisations as a tool to support and enhance instructors' work, rather than as a replacement for human educators. AI technologies can help instructors with typical chores like administration and data analysis, freeing up time and resources for more
personalised education and mentoring. Educational institutions may establish a collaborative environment that combines the strengths of AI technology and human skills by employing AI in this manner.

In conclusion, administrators and stakeholders interested in AI technology in education must carefully consider the benefits and problems that it provides. They should strive for a balanced approach that protects and fosters human creativity and innovation while avoiding potential pitfalls relating to laziness, decision-making, and privacy or security concerns intuition. Transparent and ethical design principles should guide the development of AI systems, and educational organizations should embrace AI as a supportive tool for teachers rather than a replacement for their roles.

**DISCUSSION**

AI has grown increasingly important in our lives, influencing many facets of daily life. However, as with any technical innovation, it has both advantages and disadvantages. The purpose of this study was to investigate the relationship between AI and human loss in decision-making, laziness, and safety and privacy concerns. The findings in Tables 1 and 2 show a substantial positive relationship between AI and these variables. These findings are consistent with other studies that found comparable outcomes (Bartoletti, 2019; Saura et al., 2022; Bartneck et al., 2021).

Artificial intelligence (AI) technology in educational organizations has the potential to pose security and privacy concerns for students, teachers, and institutions. Security and privacy are essential concerns in the use of AI technology in educational settings in the current digital age (Kamenskih, 2022). To be used effectively, AI technology necessitates specialist skills and knowledge. Inadequate comprehension of its implementation might lead to security and privacy issues (Vazhayil and Shetty, 2019). Educational institutions generally lack the AI technical skills needed to run these systems, leaving them open to security and privacy issues. Even with skilled AI administrators and trained users, it is vital to recognize that errors may occur, potentially leading to major security and privacy risks.

Furthermore, inside educational organizations, contact between staff with varying degrees of competence and competency raises the danger of hacking or unauthorized access to personal and institutional data (Kamenskih, 2022). AI relies on algorithms and large datasets to automate tasks, but faults in these algorithms can have catastrophic implications. In contrast to people, AI systems can make the same mistakes over and over again when making decisions, jeopardizing institutional and student data security and privacy. Students may be exposed because they may lack thorough AI training (Asaro, 2019). As the number of users increases and skill levels vary, safety and privacy issues arise (Lv and Singh, 2020). The consequences of such incidents are dictated by the type of attack and the severity of the attack and the extent to which the leaked or compromised data is utilized by the attackers (Vassileva, 2008).

The findings of this study further support the notion that the increasing reliance on AI can gradually diminish human decision-making abilities. The results confirm that AI is indeed a significant factor contributing to the erosion of human decision-making power. Previous research by various scholars has also highlighted AI as a major cause behind the gradual decline in people's decision-making capabilities (Pomerol, 1997; Duan et al., 2019; Cukurova et al., 2019). AI systems excel at performing repetitive tasks in an automated manner, reducing the need for humans to engage in analytical thinking, cognitive processes, and memory utilization. Consequently, individuals may experience a decline in their decision-making skills (Nikita, 2023).

While online educational environments are a viable choice (VanLangen, 2021), face-to-face interactions are prioritized in traditional classroom settings (Dib and Adamo, 2014). Physical classrooms promote extensive teacher-student engagement, which helps children build their character and civic foundations. Students can learn from their classmates, ask questions of their teachers, and immerse themselves in the educational environment in such settings (Quinlan et al., 2014). They can improve their cognitive ability and make more informed decisions. Unfortunately, the deployment of AI technology reduces real-time physical interaction and the actual educational
environment shared by students and teachers (Mantello et al., 2021). This has a profound impact on kids' educational experiences, character formation, civic responsibility, and ability to make cognition-based decisions. AI technology decreases cognitive capability and reduces the cognitive power of individuals in making independent decisions (Hassani and Unger, 2020).

CONCLUSION
The importance of AI in education cannot be overstated. While technology provides multiple benefits and assists in a variety of academic and administrative chores, it also raises concerns about the loss of decision-making abilities, laziness, and security problems. AI technology aids decision-making assists teachers and students in completing tasks and streamlines various activities. However, these difficulties are being exacerbated by the increased acceptance and dependence on AI in the education sector. This study's findings show that using AI in education accelerates the deterioration of human decision-making abilities, encourages user sloth through task automation, and contributes to greater security and privacy problems. Addressing these problems and striking a balance between utilizing the potential of AI in education while mitigating its potential drawbacks.

RECOMMENDATIONS
1. The fundamental priority for designers should be that AI in education does not raise ethical concerns. While it may be hard to eliminate all ethical concerns, efforts should be made during the development process to minimize serious ethical issues, both on an individual and societal level.
2. AI technology and educational apps should be based on robust and safe algorithms that prioritize user security, privacy, and well-being.
3. Steps must be done to reduce biased behaviour in AI systems and address issues such as the loss of human decision-making power and potential laziness because of over-reliance on AI.
4. It is critical to minimize decision-making reliance on AI technology to an acceptable degree to safeguard and preserve human cognitive abilities and critical thinking.
5. Teachers and students should receive training prior to utilizing AI technology, enabling them to understand its functionalities and potential implications effectively. This will help them make the most of AI while also being aware of its limitations and potential challenges.
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